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Preface

With the limits of microelectronic miniaturization in sight there has been an
enormous drive to innovate radically new technologies. As an addition or
alternative to electron charge, the storage and transport of electron spin in “spin-
tronics” can not only improve the performance of and add new functionali-
ties to existing devices but also could revolutionize electronics, leading to new
spin-enabled devices such as magnetic RAM, spin transistors, spin optoelectronic
devices, and spin quantum computers. Spintronics opens the door to a new gener-
ation of very high speed, very low power devices for computation and data trans-
mission, to the integration of processing and storage capabilities thus far carried
out separately, and to the merging of electronics, photonics and magnetics into
single technologies for multifunctional devices.

The success of spintronics relies on the ability to create, control, maintain,
manipulate and detect spin orientation and coherence over practical time and
length scales. An essential element of a spintronic device, and perhaps the most
challenging, is a spin source through which a desired spin orientation and coher-
ence can be generated. Recent demonstration of ferromagnetism in dilute mag-
netic semiconductors (DMS) and spin injection from DMS has shown the promise
of DMS as a spin source that is compatible with existing semiconductor technology.
Driven by the potential of future applications, there have been intensive research
efforts worldwide during recent years in the development of spintronic semicon-
ductors, in understanding their physical properties, and in exploring their spin-
enabling functionality for device applications. Significant progress has been made
both theoretically and experimentally, while many open questions still remain.

This book provides an in-depth review of the rapidly developing field of
spintronic semiconductors by a group of leading experts in the field. It covers a
broad range of topics, including growth and basic physical properties of dilute
magnetic semiconductors based on II-VI, III-V and IV semiconductors, recent
developments in theory and experimental techniques, and potential device appli-
cations. The aim is to provide postgraduate students, researchers and engineers
a comprehensive overview of our present knowledge and future perspectives of
spintronic semiconductors.

We would like to thank all of the contributors for sharing their experience and
expertise with interested readers and for conveying, through their excellent chap-
ters, their passions for this exciting area of research. We would also like to express
our gratitude to Pan Stanford Publishing for our effective collaboration.

Weimin M. Chen and Irina A. Buyanova
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Chapter One

Computational Materials Design in
Semiconductor Nano-spintronics

H. Katayama—Yoshida*"L'i, K. Sato**, M. Toyoda*, V. A. Dinht,
T. Fukushima®t and H. Kizaki**

*Graduate School of Engineering Science, Osaka University,

1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japan
Yhiroshi@mp.es.osaka-u.ac.jp

YThe Institute of Scientific and Industrial Research, Osaka University,
8-1 Mihogaoka, Ibaraki, Osaka 567-0047, Japan

We start by discussing the need for semiconductor nano-spintronics based on
the present status and future limitations in Si-CMOS technology. We consider
how we can design and realize a semiconductor nano-spintronics based on the
combination of top-down (nano-lithography) and bottom-up (self-organization) nan-
otechnologies. In order to go beyond the limitations in Si-CMOS technologies,
we discuss a possible new methodology in semiconductor nano-spintronics to
realize a design-based new class of nano-spintronics with high Curie tempera-
ture (Tc > 1000K): high-density [Tbit/(inch)?] nano-spintronics devices caused by
spinodal nano-decomposition, high-speed-switching (THz) spintronics devices, and
energy-saving (non-volatile) spin-based devices. We also propose a colossal mag-
netic response by electric field or photonic excitation as well as colossal-thermal man-
agement (spincaloritronics) on the nanoscale. In order to realize a high Curie tem-
perature (T¢) in diluted magnetic semiconductors (DMS) (T¢ > 1000 K), we discuss
the electronic structure and ferromagnetic mechanism in III-V and II-VI-based DMS,
spinodal nano-decomposition, and blocking phenomena in the semiconductor nano-
magnet based on the local density approximation (LDA). We also discuss the spin-
odal nano-decomposition in inhomogeneous DMS and a new fabrication method of
100 Thits /inch? for semiconductor nano-magnets using two-dimensional and three-
dimensional spinodal nano-decomposition in the self-organization, and for a colossal
magnetic response controlled by electric field or photonic excitation. We look at ZnO
and GaN-based DMS by self-interaction corrected LDA (SIC-LDA), which is very
important for highly correlated systems, comparing the calculated electronic struc-
ture with photoemission spectroscopy. The final sections are devoted to CuAlO; and
TiO;,-based DMS by SIC-LDA, and non-transition metal-doped DMS by SIC-LDA. We
conclude by summarizing computational nano-materials design.

Handbook of Spintronic Semiconductors by W M Chen & | A Buyanova
Copyright © 2009 by Pan Stanford Publishing Pte Lid
www.panstanford.com

978-981-4267-36-6



2 | Computational Materials Design in Semiconductor Nano-spintronics

1.1 INTRODUCTION

We begin by discussing why we need semiconductor nano-spintronics based on
the present status and future limitations in Si-CMOS technology according to
Gordon Moore’s law. We show how we can design and realize a semiconductor
nano-spintronics based on the combination of top-down (nano-lithography) and
bottom-up (self-organization) nanotechnologies. In order to go beyond the limita-
tions in Si-CMOS technologies, we propose a possible new methodology in semi-
conductor nano-spintronics to realize a design-based new class of nano-spintronics
with high Curie temperature (Tc > 1000K) or high-blocking (B) temperature
(Tg): high-density (Tbit/(inch)?), high-speed-switching (THz), and energy-saving
(non-volatile) spintronics devices. We also propose a colossal magnetic response
by electric field or photonic excitation, as well as colossal-thermal management
(spincaloritronics) nano-spintronics devices.

1.1.1 Gordon Moore’s Law and Beyond Si-CMOS

As predicted by Moore’s law, proposed in 1965 by Gordon Moore, and the Inter-
national Technology Roadmap for Semiconductors, the progress of silicon CMOS
technology (S5i-CMOS) utilizing lithography has increased exponentially (the num-
ber of transistors that can be placed on an integrated circuit doubles every 18
months). The density of transistors has already reached 10° ~ 101°/(inch)? with
switching speeds up to 10GHz. With the increasing density of transistors, most
of the essential problems for the future Si-CMOS concern nanoscale thermal-
energy management and energy management. Hence, we are now approaching
the “death” of Si-CMOS technology in 2018 due to the physical limitations in the
SiO;-based Si-CMOS gates. In order to allow Moore’s law to continue in the face
of these limitations, we need to create a new class of energy-saving, ultra-high-
density, and ultra-fast-switching devices based on the today’s semiconductor nan-
otechnology (see Fig. 1.1).

1.1.2 Semiconductor Nano-spintronics

An electron is an elementary particle, which carries the charge (e~) and spin (S =
1/2) degrees of freedom. For the realization of ultra-fast switching (THz), high-
integration (more than Tbits/ inch?), and energy-saving (non-volatile) semicon-
ductor nano-spintronics (see Fig. 1.2) that goes beyond Si-CMOS technology,! we
need to (i) realize a high Curie temperature (T¢) in diluted magnetic semiconduc-
tors (DMS) (T¢ > 1000 K), (ii) develop a new fabrication method of 100 Tbits/inch?
of semiconductor nano-magnets by a self-organization, and (iii) develop a colossal
magnetic response controlled by the electric field or photonic excitations.
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Figure1.1. Gordon Moore’s law for microprocessor power and memory proposed in 1965.
We are currently achieving Gbit/ (inch)? densities and GHz switching speed and we should
reach densities and up to Tbit/(inch)? and THz switching speed by, 2020 based on Moore’s
law. The physical limitations in Si-CMOS technology (Si-CMOS barrier) suggest that Si-
CMOS will reach a dead-end in 2018. In order to go beyond these limitations, we require
a new class of electronics, such as spintronics (spin-based electronics), moltronics (molecular
electronics), and quantronics (quantum electronics such as quantum computation and quan-
tum information technology).
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Figure 1.2. Semiconductor nano-spintronics is based on the control of spin (S) and charge
(e™) degrees of freedom by applying the gate voltage at the same time. Today’s semicon-
ductor devices (Si-CMOS) utilize charge-based electronics, and, magnetic memory is based
on the control of magnetization at the nanoscale.
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Figure 1.3. Computational nano-materials design system (CMD®). Using quantum sim-
ulation, we can analyze a physical mechanism, predict a new material by integrating the
physical mechanisms, and verify the functionality. By itinerating the materials design and
experimental verification, we can design a new functional material.

1.1.3 Computational Nano-materials Design and the CMD®
System

We have developed a computational nano-materials design system for semicon-
ductor nano-spintronics called CMD® System at Osaka University (see Fig. 1.3).
Using a quantum simulation, we can analyze the physical mechanisms of ferro-
magnetism in the DMS. Then, we can design new functional nano-materials based
on the integration of the physical mechanisms obtained through the analysis by
quantum simulation. Finally, we can verify the proposed functionality by quan-
tum simulation.

If the newly-designed materials do not meet our demands, we can analyze the
reasons and propose an alternative candidate as a new functional material through
the analysis. Using this circulation of design, realization and analysis in the CMD®
system, we can ultimately design the desired new functional materials and have
an experimental group fabricate and realize the design. If the experimentally fab-
ricated materials do not satisfy our demands, we can analyze the real reasons for
which. Then, we can design new, more appropriate functional materials by using
the CMD® system (see Fig. 1.3).

1.1.4 Ab initio Calculation of Electronic Structure and Magnetic
Mechanisms in Dilute Magnetic Semiconductors (DMS)

Wide band-gap semiconductors such as II-VI (ZnTe, ZnS, ZnSe and ZnO) and I1I-
V (GaAs, GaP, GaSb and GaN) compound-based DMS systems are disordered
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systems, where Zn or Ga atoms are randomly replaced by transition-metal
(TM) impurities. We treat the substitutional disorder by using the Korringa—
Kohn-Rostoker coherent-potential approximation (KKR-CPA) method?® with
the local density approximation (LDA) and the self-interaction corrected
LDA (SIC-LDA)*® to go beyond the LDA. We use the KKR-CPA pack-
age MACHIKANEYAMA-2002 developed by Akai (http://sham.phys.sci.osaka-
w.acjp/kkr/). In the KKR-CPA, an effective medium, which describes the con-
figuration average of the disordered system, is calculated self-consistently within
the single-site approximation proposed by Shiba” in 1971 at Osaka University.
The LDA is well known to be sometimes insufficient for correlated electron
systems such as ZnO, where the LDA band-gap is ~1eV in contrast with the
experimentally observed band-gap of 3.3eV.* In order to go beyond the LDA, we
have developed a new method to take into account the self-interaction correction
to the LDA (SIC-LDA), where the band gap of ZnO is 2.8 eV4-o

Based on calculations using KKR-CPA-LDA?? and KKR-CPA-SIC-LDA,*~° we
propose a unified physical picture of the magnetism in the II-VI and III-V-based
DMS, where Zener’s double-exchange mechanism is dominant in the wide-band
gap semiconductors,®” 12 On the other hand, Zener’s p—d exchange mechanism
is dominant in GaAs and GaSb-based DMS.!314 The super-exchange interaction
mechanism!>!® (Kanamori and Goodenough Rule) competes with the ferromag-
netically dominant Zener’s double-exchange or Zener’s p—d exchange mechanism.
In a homogeneous system, we calculate almost exactly the Curie temperature (T¢)
by using a Monte Carlo simulation,'”!8 combined with the magnetic force theo-
rem, and obtain good agreement with experiment [T¢c and X-ray photoemission
spectroscopy (XPS)].

1.1.5 Inhomogeneous DMS Caused by Spinodal
Nano-decomposition

Since the solubility of 3D-transition metal impurities in III-V and II-VI compound
semiconductors is low in the thermal-equilibrium condition, we use the thermal
non-equilibrium crystal-growth condition such as low temperature MBE or the
sputtering method for the fabrication of DMS. In this case, we can expect spin-
odal nano-decomposition or clustering. Sato and Katayama-Yoshida proposed
spinodal nano-decomposition while controlling the three-dimensional and two-
dimensional crystal growth conditions (see Figs. 1.4-1.7).19724

1.1.6 3D Dairiseki Phase and 1D Konbu Phase as a Quantum Dot
and Nano Wire

In an inhomogeneous system, we propose a three-dimensional Dairiseki
phase'®?1=2* and a one-dimensional Konbu phase?®~** caused by spinodal
nano-decomposition (see Figs. 1.4-1.7). Spinodal nano-decomposition is respon-
sible for the high-Tc [or high blocking (B) temperature (Tg)]*> phases in real
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T.=700K

(b)

Figure 1.4. Three-dimensional (3D) spinodal nano-decomposition above the ferromag-
netic percolation limit (Cr > 20%).26 (a) Random configuration of (Ga, Cr)N, Cr 30%
(Tc = 100K), and (b) three-dimensional spinodal nano-decomposition (Dairiseki Phase)
of (Ga, Cr)N, Cr 30% (T¢c = 700K) caused by the recovery of percolation path due to spin-
odal nano-decomposition.

(a) (b)

Figure 1.5. An example of 3D spinodal nano-decomposition below the percolation limit
(< 20%). (a) Random configuration of (Ga, Cr)N, Cr 5% (Tc = 7K), and (b) 3D spin-
odal nano-decomposition (Dairiseki phase) of (Ga, Cr)N, Cr 5% with super-paramagnetic
phase caused by the lack of the ferromagnetic percolation path due to spinodal nano-
decomposition in the case of low concentration (Cr 5%).

DMS. We design a position control method that uses seeding (top-down nan-
otechnology) and a shape control method that uses the vapor pressure in self-
organization (bottom-up nanotechnology). We show the self-organized fabri-
cation method for nano-magnets with 100 T-bit/inch? densities by using ther-
mal non-equilibrium crystal growth methods such as molecular-beam epitaxy
(MBE), metal-organic chemical-vapor deposition (MOCVD), or metal-organic
vapor-phase epitaxy (MOVPE).20-24
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Figure 1.6. Tc versus spinodal nano-decomposition as a function of Monte Carlo step
(spinodal nano-decomposition) for high concentration (Cr 20%) and low concentration (Cr
5%) in (Zn, Cr)Te.

Figure 1.7. (a) Periodic and nanoscale seeding using periodic 13 Cr atoms by nanoscale
lithography in (Zn, Cr)Te. (b) (c) Konbu phase caused by two-dimensional (2D) spinodal
nano-decomposition in the layer-by-layer (2D) crystal growth conditions (Monte Carlo sim-
ulation) in (Zn, Cr)Te with Cr 5%. T¢ is zero due to the super-paramagnetism. However,
blocking (Tg) temperature is very high due to the shape-anisotropy and magneto-crystal
anisotropy in the nano-wire magnet.

1.1.7 Colossal Magnetic Response by Electric Field and Photonic
Excitation

For the realization of semiconductor nano-spintronics, we should colossalize the
magnetic response in the nano-magnet by applying the gate voltage (electric field)
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Figure 1.8. Shape control of nano-magnets by controlling the vapor pressure of Cr in the
two-dimensional spinodal nano-decomposition of (Zn, Cr)Te. By making an n-, p-, and
n-type junction (n-p-n junction), we can control the direction of the magnetic domain by
using spin-current injection without charge current. Only the Cr atom is plotted in the ZnTe
matrix.

or photonic excitation (electron-hole-pair formation) (see Figs. 1.8-1.10). To do
so, we should design and realize the inhomogeneous quantum dot or quantum
wire by using self-organization, such as spinodal nano-decomposition. If we can
realize the spatial variation of the band-gap by varying the valence-band maxi-
mum (VBM) and conduction-band minimum (CBM) on the nanoscale, we have
the possibility of colossalizing the magnetic response in the inhomogeneous DMS.
By applying the negative or positive gate voltage, we can concentrate the doped
holes or electrons in the quantum nano-dot or quantum nano-wire. Using photonic
excitation, we can concentrate the excited holes or electrons in spatially different
regions of the nanoscale quantum dot or quantum nano-wire. Therefore, we can
expect a colossal magnetic response where one photon orders a million spins, or
one electron (or hole) induces a magnetic phase transition.

1.1.8 Spincaloritronics

In addition to the conventional Peltier effect, we propose a new class of
thermoelectric-cooling mechanism based on adiabatic spin-entropy expansion in
a quasi-one-dimensional nano-superstructure by injecting the spin current from
the ferromagnetic metal to the paramagnetic one.3’ The spin-entropy expansion
cooling mechanism dominates to enhance the thermoelectric cooling-power dra-
matically in current perpendicular to plane (CPP) giant-magneto-resistance (CPP-
GMR) in the ferromagnetic-metal /nonmagnetic-metal nano-interface. Based upon
the spin-entropy expansion mechanism, we design new thermoelectric-cooling
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Figure 1.9. Colossal magnetic response caused by the self-organized 3D Dairiseki phase
in (Zn, Co)O, and 1D Konbu phase caused by two-dimensional (2D) spinodal nano-
decomposition in (Zn, Co)O. Applying a positive gate voltage, we can create n-type doping
through the gate. Due to the spatial (R) distribution of the local band-gap caused by the
spinodal nano-decomposition, the doped electrons can be accumulated near the Co high-
concentration region; therefore, we can expect a colossal magnetic response and a phase
transitions by electron doping through the gate.

nano-superstructures using the newly-designed half-Heusler ferromagnets
NiMnSi (T¢ = 1050K) and quasi-one-dimensional Konbu-phase (Zn, Cr)Te
with very high blocking temperature (> 1000K) by spinodal nano-decomposition
(see Fig. 1.11).

In order to consider the current direction of the R-I shifts, we take into account
that the shift is caused by adiabatic spin-entropy expansion in addition to the con-
ventional Peltier effect in Konbu phase or CPP nano-superstructure interface. When
the spin current flows through a CPP nano-superstructure interface, Joule heating
(RI?), adiabatic spin-entropy expansion cooling (TAcI), and conventional Peltier
cooling (I1I) occurs at the same time. The spin-entropy (Ac) expansion cooling
term becomes dominant in the adiabatic spin injection in the extreme and thermal
non-equilibrium conditions with ultra-high spin current injection. We can extend
the theory for the change in resistance AR based on the charge and spin current by
taking into account the conventional Peltier effect and newly-introduced adiabatic
spin-entropy expansion cooling by assuming the constant heat capacity of the CPP
elements. The thermoelectric-cooling power per unit area of the CPP element (10°-
10° W/cm?) is colossally larger than that of conventional thermoelectric materials
(~5W/cm?).
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Figure 1.10. Colossal magnetic response caused by the self-organized 3D Dairiseki phase in
(Zn, Co)O: (a) Co 30%, and (b) Co 5%, caused by three-dimensional (3D) spinodal nano-
decomposition in (Zn, Co)O. Using a photo-excitation, we can dope electrons and holes,
which are separated in the spatial (R) nanoscale region with different band-gaps. Due to the
spatial (R) distribution of the local band-gap caused by the spinodal nano-decomposition,
the doped electrons can be accumulated near the Co high-concentration region; therefore,
we can expect a colossal magnetic response and phase transitions by photo-excitations.

1.1.9 Organization of This Chapter

First, in Sec. 1.1, we have discussed the role and realization of semicon-
ductor nano-spintronics considering the progress and limitations of Si-CMOS
(H. Katayama-Yoshida). In order to realize a high Curie temperature (T¢) in diluted
magnetic semiconductors (DMS) (T¢c > 1000K), we discuss the electronic struc-
ture and ferromagnetic mechanism in III-V and II-VI-based DMS, spinodal nano-
decomposition, and blocking phenomena in the nano-magnet by the local den-
sity approximation (LDA) in Sec. 1.2, (K. Sato, T. Fukushima and H. Katayama-
Yoshida). Section 1.3 is devoted to the development of a new fabrication method
of 100 Tbits/inch? semiconductor nano-magnets by self-organization, and to a
colossal magnetic response controlled by the electric field or photonic excitations.
Section 1.4 is concerned with ZnO and GaN-based DMS by self-interaction cor-
rected LDA (SIC-LDA), comparing the calculated electronic with photoemission
spectroscopy (M. Toyoda). Section 1.5 is devoted to TiOp-based DMS by SIC-LDA
(H. Kizaki). Section 1.6 is on non-transition metal-doped DMS by SIC-LDA26-28
(V. A. Dinh). In the following section, we discuss the realistic ferromagnetic mech-
anism in DMS compared with Zener’s p—d exchange mechanism.3!~3* We also
discuss the co-doping method®>3¢ to control and increase the solubility of 3d-TM
impurities in semiconductors.
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Figure 1.11. Konbu phase sandwiched between Au contacts designed by the self-
organized two-dimensional (2D) spinodal nano-decomposition in the layer-by-layer crystal
growth simulation by the Monte Carlo method based upon the ab initio calculation of chem-
ical pair interactions between Cr—Cr, Zn—Cr and Zn-Zn pairs. Averaged Cr concentration
is 20% in (Zn, Cr)Te. Growth-position control of the Konbu phase is made by the seeding
of the periodic 25 Cr atoms on the Au contact and substrate. The pink atom corresponds to
Cr. The regions between the nano superstructures of columns are pure ZnTe. The inserted
density of states (DOS) of the Cr high concentration region caused by 2D spinodal nano-
decomposition indicates the half-metallicity (100% spin-polarized ferromagnets). Applying
a high current of charge and spin from the upper to the lower-side between the Au contacts,
the upper Au contact is heated up and the lower Au contact is cooled down.

1.2 I11-V AND I1I-VI COMPOUND SEMICONDUCTOR BASED
DMS BY LDA

In this section, the electronic structure and magnetism of typical III-V and II-VI
DMS systems are discussed. For the first half of this section, we focus on homoge-
neous DMS systems in which magnetic impurities are distributed randomly, i.e.,
without any correlation. For such systems, the Korringa—Kohn—Rostoker coher-
ent potential approximation (KKR-CPA) method can be conveniently applied to
describe the configuration average of the electronic structure.?” For the present cal-
culations we use the KKR-CPA package MACHIKANEYAMA-2002 developed by
Akai.®® By using this method, the electronic structure and the stability of the ferro-
magnetic state of the DMS systems are calculated.?*4? Moreover, by using the mag-
netic force theorem and by mapping the system on a classical Heisenberg model,
the exchange interactions between magnetic impurities in DMS are estimated.!4?
Once the exchange interactions are obtained, exact Curie temperatures of DMS
systems can be estimated by performing the Monte Carlo simulation.*3#* It will
be shown that high-T¢ (above 300K) is very difficult to realize for the normal
concentration range (1 ~ 10%) due to the magnetic percolation problem.
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Figure 1.12. Schematic picture of the electronic states of 3d-TM in semiconductors at the
tetrahedral substitutional site.

In order to propose a materials design for high-Tc DMS, in the second half
of this section we discuss the effect of inhomogeneity of DMS systems. In par-
ticular, it will be shown that the DMS systems have a tendency towards spinodal
decomposition.*>~48 We will explain how to simulate the spinodal decomposition
and its effect on the ferromagnetism of DMS. In addition, the co-doping technique

is proposed to control spinodal decomposition in DMS.#

1.2.1 Electronic Structure and Chemical Trends

Before discussing the ferromagnetism of DMS, the electronic structure of a 3d tran-
sition metal (3d-TM) impurity in semiconductors is explained.? In general, 3d-TM
atoms occupy the cation site which is the tetrahedral substitutional site. Due to
tetrahedral symmetry, the 3d states of the impurity split into the three-fold degen-
erate de states (xy, yz, zx) and the two-fold degenerate dv states (x> — y?,3z — r2).
Because of the compatibility of the symmetry, de states hybridize strongly with p
states of ligands which make host valence bands, resulting in the bonding states,
t?, in the valence bands and the anti-bonding states, %, in the band-gap. On the
other hand, the hybridization between the d<y states and the host valence states
are very weak, leading to the non-bonding states, ¢, in the gap. This situation is
schematically shown in Fig. 1.12. For finite concentrations, due to the anti-bonding
nature of the t? states, they make rather broad (i.e., delocalized) impurity bands in
the gap. On the other hand, the impurity bands made from e states are relatively
narrow (i.e., localized), reflecting their non-bonding character. This ordering of the
impurity bands and their localization degree are very important in understanding
the ferromagnetism of DMS and its chemical trend.

Figures 1.13 and 1.14 show calculated total density of states per unit cell and
partial density of 3d states per TM atom at TM sites. We show (Ga, Mn)N and (Ga,
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Figure 1.13. Calculated density of states of GaN-based DMS [upper panels, (a)—(f)] and
GaP-based DMS [lower panels, (g)—(1)]. As 3d-TM impurities, we consider V to Ni. Solid
lines show total DOS and dotted lines show partial DOS of 3d components at TM sites. A
ferromagnetic configuration is assumed and the TM concentration is 5% in all cases.

TM)P as typical IlI-V DMS in Fig. 1.13 and (Zn, TM)O and (Zn, TM)S as typical II-
VI DMS in Fig. 1.14. The concentration of TM impurities is 5% and the electronic
structure is calculated assuming a ferromagnetic configuration in each case. We
can understand the DOS reasonably well based on the explanation given above.
For example, in (Ga, Cr)N we can clearly distinguish rather broad anti-bonding *
states and very sharp non-bonding e states in the gap. The Fermi level is located
in the t* impurity band and two-thirds of the peak is occupied. The bonding states
are completely buried but still distinguished in the valence bands. Due to the large
exchange splitting, the t* and e impurity bands for down (minority) spin state is
located above the Fermi level.

The occupation of the impurity bands depends on the number of d electrons
which each 34-TM impurity introduces. For example, in (Ga, V)N the Fermi level
(Ep) is located in the valley between the t* and the e states, and in (Ga, Fe)N all of
the up (majority) spin states of the impurity bands are occupied and all of the down
spin states are left unoccupied. In (Ga, Co)N and (Ga, Ni)N, down spin e states are
occupied approximately by one and two electrons, respectively; however, the very
small but finite amplitude of up spin states is found at the Eg, and thus the systems
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Figure 1.14. Calculated density of states of ZnO-based DMS [upper panels, (a)-(f)] and
ZnS-based DMS [lower panels, (g)-(1)]. As 3d-TM impurities, we consider V to Ni. Solid
lines show total DOS and dotted lines show partial DOS of 3d components at TM sites. A
ferromagnetic configuration is assumed and the TM concentration is 5% in all cases.

are not completely half-metallic. (Ga, V)N, (Ga, Cr)N and (Ga, Mn)N are calculated
to be half-metallic as shown in Figs. 1.13(a), 1.13(b) and 1.13(c), and (Ga, Mn)Fe
shows insulating DOS.

In Figs. 1.13(g)-1.13(1), the calculated DOS of GaP-based DMS systems are
shown. The main difference to the GaN cases is the position of the 3d states of
TM impurities relative to the host valence bands. Compared to the N-2p states,
P-3p states are located higher in energy; thus, in GaP-based DMS systems 34 states
of TM impurities have larger amplitude in the host valence bands than in the GaN-
based DMS systems. In other words, the relative weight of 34 states in the bonding
tV states becomes larger in GaP-based DMS than in GaN-based DMS. For example,
in (Ga, Mn)P the main peak of Mn-34 states is in the valence band and at Er we can
find only a partially occupied small peak which is already merged to the valence
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band. The structure of the impurity bands is clearer in (Ga, V)P and (Ga, Cr)P than
in (Ga, Mn)P, but the position of the impurity bands is much nearer to the valence
band compared to the (Ga, V)N and (Ga, Cr)N cases. (Ga, Fe)P and (Ga, Co)P are
not half metallic and (Ga, Ni)P is non-magnetic, according to the present calcula-
tions as shown in Figs. 1.13(j), 1.13(k) and 1.13(1). The (Ga, TM)As and (Ga, TM)Sb
DMS systems show rather similar DOS to (Ga, TM)P shown in Figs. 1.13(g)-1.13(1)
and the electronic structure of (Ga, TM)N systems is exceptional. This is due to the
large binging energy of 2p-electrons in N.

The calculated DOS for II-VI DMS systems are shown in Fig. 1.14. As a typical
example we calculate ZnO-based DMS and ZnS-based DMS. The overall structure
of the calculated DOS is similar to that of III-V DMS systems, i.e., we can clearly
distinguish anti-bonding broad t states and non-bonding narrow e states. How-
ever, the occupation of the impurity bands is different. For example, in GaN-based
DMS the impurity bands for up spin states are filled up for the Fe impurity, but in
ZnO- and ZnS-based DMS this situation happens for the Mn impurity case. This
is due to the different charge state of the cation in II-VI DMS. In II-VI DMS, TM
impurities have a 2+ charge state nominally, and therefore they have one more
electron to occupy the impurity bands compared to TM impurities in III-V DMS,
where the nominal charge state of the TM impurities is 34-. As a result, 1/3 and
2/3 of the t” states are occupied in (Zn, V)S and (Zn, Cr)S, respectively, and the
down spin e states are occupied by one and two electrons in the case of (Zn, Fe)S
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Figure 1.15. Chemical trends of the stability of the ferromagnetic state. The energy dif-
ference between the ferromagnetic state and the DLM (paramagnetic) state is shown for (a)
GaN-, (b) GaP-, (c) ZnO- and (d) ZnS-based DMS.
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and (Zn, Co)S, respectively. In the Ni-doped case, down spin t*-states are partially
occupied. The same is also true for ZnO-based DMS, except for V- and Cr-doped
cases where the t*-states are less occupied compared to V- and Cr-doped ZnS due
to the significant underestimation of the band-gap energy.

1.2.2 Ferromagnetic Mechanism in the DMS

In order to understand the origin of the ferromagnetism, the chemical trend of the
stability of the ferromagnetic state in the III-V and II-VI DMS is investigated.>
For this purpose, the concept of the disordered local moment (DLM) state is con-
veniently used to study the magnetic state of magnetic materials.?” By using the
CPA, the ferromagnetic (Gaj_,, Mn:P)N is calculated by introducing one impu-
rity component, Mn, with up spin, at the Ga site with concentration x. Simi-
larly, by introducing two impurity components, Mn"P with an up spin state and
MndoWn with a down spin state, the DLM state can be described as (Gaj_, Mn;ll/jz,
Mng%"“)N. The DLM corresponds to the configuration average of the magnetic
system with randomly oriented local magnetic moments. It is well known that
the DLM state describes the paramagnetic state or the spin-glass state.3” Since we
calculate total energies of the ferromagnetic state and the DLM state within the
same framework, the stability of the ferromagnetic state is estimated simply by
comparing the total energies.

Figure 1.15 shows the calculated total energy difference, AE, between the fer-
romagnetic state and the DLM state. AE is calculated as AE = TE(DLM)-TE(FM),
where TE(DLM) and TE(FM) are the total energy of the DLM state and the
ferromagnetic state, respectively. As typical cases, the results for GaN-, GaP-, ZnO-
and ZnS-DMS are shown in the figure. As a whole, they show very similar chem-
ical trends in terms of the stability of the ferromagnetism, i.e., for the first half of
3d-TM series the ferromagnetism is favored, while for the latter half the ferromag-
netism is not stable, except for ZnO-DMS where Fe-, Co- and Ni-doped ones show
ferromagnetism. The curves shown in Figs. 1.15(a) and 1.15(b) are shifted to the
larger atomic number side compared to those in Figs. 1.15(c) and 1.15(d). For ex-
ample, in the case of the III-V DMS, the minimum, where the ferromagnetic state
is most unstable, appears in the Fe-doped cases; on the other hand in case of the
II-VI DMS, the minimum appears in the Mn-doped cases.

In general, there are two important mechanisms which govern the magnetic
interactions between magnetic ions in DMS. One is the ferromagnetic double-
exchange interaction and the other is the anti-ferromagnetic super-exchange
interaction. Suppose that there are two neighboring magnetic impurities at sites
i and j, and they have partially occupied impurity bands. If their magnetic
moments are parallel to each other, the d electrons at one site i can hop to
the other site j. As a result, the system can lower the kinetic energy. The
hopping of the electron between anti-parallel magnetic moments costs energy
as large as exchange splitting and is almost prohibited. Thus, only the fer-
romagnetic configuration gains kinetic energy, and this mechanism is called
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the double-exchange mechanism.3%°9~52 This mechanism is particularly effective
when half of the impurity band for one spin state is occupied, and does not work
for d°, d° and d'° high-spin configurations.

When the magnetic moments are anti-parallel, there is another mechanism
that stabilizes this configuration. As is easily recognized, there is a hybridization
between the majority (minority) spin states at site i and the minority (majority)
spin states at site j, because they have the same spin state. As a result, the majority
spin states at each site lower the energy to stabilize this configuration. For the d°
high spin configuration, the anti-ferromagnetic super-exchange is most effective,
but for the d° and d'° configurations this mechanism does not work. In the lan-
guage of band theory, the energy gain due to the double exchange comes from the
band broadening of the partially occupied impurity bands. On the other hand, the
energy gain by the super-exchange originates from the shift of the center of gravity
of the occupied impurity bands.

The calculated chemical trend is reasonably well explained by considering the
competition between above mentioned magnetic interactions.’®> As explained
above, the super-exchange interaction is particularly effective for the d° config-
uration, but for this electron configuration the double exchange is suppressed. As
a result, the DLM state is expected to be stabilized for this configuration. The
d° electron configuration is expected for Mn impurities in 1I-VI semiconductors
and Fe impurities in III-V semiconductors, and for these compounds the DLM
state is most favored, as shown in Fig. 1.15. Deviating from the d° configura-
tion, the ferromagnetic state becomes stable due to the contribution of the double
exchange. Though one might think the stabilization of the ferromagnetism should
show a symmetrical curve around the d° configuration, the calculated curves are
not, except in the case of ZnO-based DMS. This asymmetry reflects the different
localization nature of the impurity bands. As already explained, in the tetrahedral
symmetry the impurity bands show the characteristic structure and appear in the
order of up spin e states, up spin t? states, down spin e states, and down spin t*
states from the lower energy side. Therefore, for the d°> and d* configurations the
t* states are partially occupied and for the d® configuration the e-states are par-
tially occupied. Remembering that the t*-states have a delocalized nature and the
e states have a localized nature, it is reasonable that the t? states contribute to the
ferromagnetism much more than the e states. For the d? and d’ configurations,
Er falls in the valley between the t* peak and the e peak, and therefore the dou-
ble exchange is not effective. However, the ferromagnetic super exchange works
for these configurations and the ferromagnetism is stable in V-doped I1I-V DMS.>?
In Co-doped II-V], the ferromagnetic super exchange does not compete with the
anti-ferromagnetic super exchange, resulting in the paramagnetic ground state.

For a more detailed discussion, we calculate the concentration dependence
on Curie temperature for Mn-doped III-V DMS by using the mean field ap-
proximaion (MFA).%? It is well known that the MFA sometimes overestimates Tc
and does not give reliable predictions. Therefore, we use the MFA only to ana-
lyze the underlying ferromagnetic mechanism and a hybrid method, which uses
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Figure 1.16. Calculated Curie temperature of (Ga, Mn)N, (Ga, Mn)P, (Ga, Mn)As and (Ga,
Mn)Sb by using the mean field approximation (MFA). T¢ is calculated as a function of Mn
concentration.

first-principles electronic structure calculations and the Monte Carlo method, will
be developed later in this section to calculate T accurately.

By using the MFA, the Curie temperature is estimated from the total energy
difference AE as kgTc = 2AE /3x.205! By using this equation, Curie temperatures
in the MFA, TgIFA, are calculated for (Ga, Mn)N, (Ga, Mn)P, (Ga, Mn)As and (Ga,
Mn)Sb as a function of Mn concentration. The results are summarized in Fig. 1.16.
In the figure, we can find a very interesting chemical trend in the concentration
dependence. In (Ga, Mn)N, Tc shows a sharp increase for low concentrations
and reduces for higher concentrations, reading a maximum at around 5%. In (Ga,
Mn)P, after the increase for low concentrations, T¢ saturates at about 300 K. Com-
pared to (Ga, Mn)N and (Ga, Mn)P, the increase of Tc in (Ga, Mn)As is much more
moderate. For these three compounds, for low concentrations the concentration
dependence of T¢ is approximately proportional to the square root of Mn concen-
tration. On the other hand, in (Ga, Mn)Sb T¢ increases almost linearly with Mn
concentration. This contrast in the concentration dependence indicates that the
dominant exchange mechanism is different in (Ga, Mn)N and (Ga, Mn)Sb. More-
over, the gradual transition in the concentration dependence of T from (Ga, Mn)N
to (Ga, Mn)Sb suggests the systematic transition in the mechanism governing the
ferromagnetism in this series of compounds.

The transition in the mechanism of the ferromagnetism can be found in the cal-
culated electronic structure of Mn-doped III-V DMS systems. Figure 1.17 shows
the total DOS and partial DOS of Mn-34 states in these DMS systems. As shown
in Fig. 1.17(a), in (Ga, Mn)N the impurity e and t* bands appear clearly in the
band-gap and the 2/3 of the #* bands is occupied as explained already. Going
from N to Sb, the Mn-3d states shift their amplitude to lower energies. As a result,
in (Ga, Mn)N the t* bands mainly consist of Mn-34 states, but in (Ga, Mn)Sb the
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Figure 1.17. Total DOS (solid curves) and partial DOS of 34 states at Mn (dashed curves)
in (a) (Ga, Mn)N, (b) (Ga, Mn)P, (c) (Ga, Mn)As and (d) (Ga, Mn)Sb. Mn concentration is 5%
and the ferromagnetic configuration is assumed.

t’ bands have a strong Mn-3d character. Since the electron around Ef has the d-
character in (Ga, Mn)N as shown in Fig. 1.17(a), the double exchange reasonably
explains the ferromagnetism in this compound. As already pointed out, the energy
gain in the ferromagnetic configuration is due to the band broadening of the par-
tially occupied impurity bands. It is known that within the tight-binding picture
the width of the impurity band is proportional to the square root of the impurity
concentration, and this is why the calculated T¢ is proportional to the square root
of Mn concentration in (Ga, Mn)N for low concentrations.>!

In (Ga, Mn)Sb, the main amplitude of Mn-3d appears as the #’ bands in the
valence bands; thus the nominal electronic configuration of Mn is Mn?t(d®). As
a result, one hole per Mn is introduced in the host valence bands. Due to the
hybridization between the exchange split Mn-34 states and the host valence bands,
the valence bands are polarized anti-parallel to the Mn moments. This polariza-
tion of the host valence bands produces an effective magnetic field that aligns
the Mn magnetic moments and stabilizes the ferromagnetic state. This is called
the p—d exchange mechanism, another ferromagnetic mechanism playing a role in
the magnetism of DMS.>! = In this case, the stability of the ferromagnetic state
is proportional to the polarization of the valence bands, which is proportional to
the Mn concentration. This is why the (Ga, Mn)Sb shows a linear concentration
dependence in Tc. The ferromagnetic mechanisms in the DMS are summarized
schematically in Fig. 1.18.
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Figure1.18. (a)Schematic diagram of the electronic structure of the double-exchange dom-
inated DMS systems. The partially occupied d-level is located in the band-gap. The full lines
show the impurity bands for a low concentration and the dashed lines for a high concen-
tration. By transferring the states in the gray area, the system gains the band energy. (b)
Schematic diagram of the electronic structure of the p—d exchange dominated DMS systems.
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Another important factor in the magnetism of DMS is the anti-ferromagnetic
super exchange. Since this mechanism is due to the hybridization between the
occupied majority states and the unoccupied minority states, as explained in the
previous sub-section, the strength of this interaction should be proportional to the
concentration of the magnetic impurities and inversely proportional to the energy
difference between the majority and the minority states, which is the exchange
splitting. Therefore, the anti-ferromagnetic contribution is normally larger for
higher concentrations and for systems with smaller exchange splitting. This is why
we find strong suppression of the ferromagnetism in (Ga, Mn)N for higher concen-
trations but the suppression is not significant in (Ga, Mn)As and (Ga, Mn)Sb.

1.2.3 Curie Temperature (Tc) of Homogeneous Systems

In general, the mean field approximation is justified for systems with infinite con-
figuration numbers and with infinite ranges of the interactions. This means that it
might be dangerous to apply the approximation for systems with dilute magnetic
impurities and with short-ranged exchange interactions. In this sub-section, the
validity of the MFA is assessed and an accurate method for calculating T¢ of the
DMS systems is proposed.

One of the methods that goes beyond the MFA in simulating the phase transi-
tion is to perform Monte Carlo simulations on an effective model. For this purpose,
we employ a classical Heisenberg model to describe the DMS systems because the
local magnetic moment of the magnetic impurities is large and well defined. A pre-
scription to calculate the exchange interactions for the projected Heisenberg model
is proposed in Ref. 41 by using the magnetic force theorem and applied to the
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DMS systems in Refs. 42-45. Figure 1.19 shows the effective exchange interactions
calculated using the method. In the figure, the distance dependence of the interac-
tions is plotted for several DMS systems. It is found that the range of interactions
depends on which mechanism, the double exchange or the p—d exchange, is dom-
inant. In typical double-exchange systems such as (Ga, Mn)N, (Ga, Cr)N and (Zn,
Cr)Te, the interactions are short-range interactions and strong only for the first few
neighbors. Due to these strong interactions for near neighbors, the calculated T¢
by using the mean field approximation becomes very high already for low concen-
trations. However, it will be shown that these high-Ts are mostly due to artifacts
from the unjustified use of the mean field approximation

For these systems with short-range interactions, the magnetic percolation
problem is important for accurate T predictions. It is known that the percolation
threshold for the FCC lattice is 20%,°® and therefore if the concentration of
magnetic impurities is below 20%, the ferromagnetic phase transition cannot occur
for systems with only nearest-neighbor interactions. In real systems, the magnetic
percolation threshold should be lower than the percolation threshold owing to the
longer-range interactions, but the reduction of T can be significant. In order to
see this effect quantitatively, in Fig. 1.20 Curie temperatures are estimated with
the inclusion of the magnetic percolation effects by using Monte Carlo simula-
tions. In these Monte Carlo simulations, we set up large super-cells (6 x 6 x 6,
10 x 10 x 10 and 14 x 14 x 14 conventional FCC unit cells) and distributed mag-
netic impurities randomly in the super-cells. By calculating the temperature de-
pendence of the magnetization and by using the cumulant crossing method,” Tc
was estimated.*?#% As shown in Fig. 1.20, the effect of magnetic percolation is actu-
ally significant, and the ferromagnetism is strongly suppressed. The reduction of
the Curie temperature from the MFA values is very large, particularly for low con-
centrations, where magnetic percolation is difficult to achieve in double-exchange
systems.

For p—d exchange systems such as (Ga, Mn)As and (Ga, Mn)Sb, due to their
long-range nature in exchange interactions [Fig. 1.19(c) and 1.19(d)], the magnetic
percolation is easier to realize compared to double-exchange systems. In fact, for
large concentrations the reduction of T¢ is more moderate than in, for example
(Ga, Mn)N and (Ga, Cr)N. However, for low concentrations it is crucial to take
into account the disorder effects precisely in order to predict T¢ accurately.

In the comparison between experimental values and theoretical predictions,
the Curie temperatures calculated by the Monte Carlo method agree well with the
experimental observations particularly in (Ga, Mn)P, (Ga, Mn)As and (Zn, Cr)Te.
In (Ga, Mn)N and (Ga, Cr)N, the experimental values deviate from one another,
and some experiments reported very high Tc while the others did not. We believe
that this sharp contradiction comes from the problem of sample preparation. As
will be shown in the next sub-section, (Ga, Mn)N and (Ga, Cr)N are thermody-
namically unstable and easily show phase separation.*6=%° As a result, depend-
ing on the details of the experimental conditions, the phase separation occurs
uncontrollably and the ferromagnetism shows strong sample dependence. For
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Figure 1.19. Effective exchange interactions as a function of distance in (a) (Ga, Mn)N,
(b) (Ga, Mn)P, (c) (Ga, Mn)As, (d) (Ga, Mn)Sb, (e) (Ga, Cr)N and (f) (Zn, Cr)Te calculated by

Liechtenstein’s formula.

these cases, the low T¢ values are to be compared to the present predictions with
the assumption of homogeneous distribution of the magnetic impurities.

So far we have summarized our study on the homogeneous DMS systems and
have shown that, in general, high-T¢ is very difficult to realize for homogeneous
DMS systems within a realistic concentration range (around 10%). In the next sub-
sections, we will discuss how the inhomogeneous distribution affects the results
obtained here and look into whether the magnetic properties of the DMS systems
can be tuned by controlling the inhomogeneity of the impurity distribution.
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Figure 1.20. Calculated Curie temperature of (a) (Ga, Mn)N, (b) (Ga, Mn)P, (c) (Ga, Mn)As,
(d) (Ga, Mn)Sb, (e) (Ga, Cr)N and (f) (Zn, Cr)Te by using the mean field approximation
(MFA), the random phase approximation (RPA) and Monte Carlo simulations (MCS). Ex-
perimental values are also plotted.

1.3 SPINODAL NANO-DECOMPOSITION IN DILUTED MAGNETIC
SEMICONDUCTORS (DMS)

1.3.1 Inhomogeneous Distribution of Transition Metal Impurities in
DMs

In the above discussion, it was assumed that the distribution of magnetic impuri-
ties in the DMS is homogeneous. However, since the DMS are fabricated by ther-
mal non-equilibrium crystal growth methods, such as the molecular beam epitaxy
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(MBE), metal-organic vapor phase epitaxy (MOVPE), and metal organic chemical
vapor deposition (MOCVD), this assumption is not always correct. In order to un-
derstand electronic structure and magnetism of the DMS accurately, it is necessary
to take the inhomogeneity of magnetic impurities caused by spinodal decomposi-
tion in the DMS into consideration. For example, in Mn-doped zinc-blende type
DMS, the system decomposes into a coherent zinc-blende Mn-rich region and an
Mn-poor region under spinodal decomposition. In fact, DMS which show weak
and inhomogeneous hysteresis have been observed.” ¢ These hysteresis shapes
and behaviors are different from those of the homogeneous DMSs.®! =9 It is not
easy to detect spinodal decomposition with an experimental technique like X-ray
diffraction because such decomposed phase does not have the secondary phases
of other crystal structures. Recently, spinodal decomposition has been observed in
several DMS by electron transmission microscopy (TEM) and electron energy-loss
spectroscopy (EELS).®%%7 It also has been reported that the inhomogeneous dis-
tribution of magnetic impurities strongly affects the magnetism in the DMS. Dev-
illers et al. demonstrated the growth of the nano-cluster in the Mn-doped Ge by
two-dimensional spinodal decomposition,®” and Kuroda et al. showed that spin-
odal decomposition in the DMS can be controlled by 1- or p-type carrier dopings.®®

1.3.2 Mixing Free Energy and Phase Stability

Phase stability in the DMS can be investigated by calculating the mixing energy
of magnetic impurities. The mixing energy is the energy change when two differ-
ent components are mixed. In the case of (Zn, Cr)Te, the mixing energy is defined
by Em(c) = E(zn,crjTe—CEcrte — (1 — ¢)EznTe, Where c is the Cr concentration and
E(zn,cryTe i the total energy averaged by the CPA.% As may be understood from
above equation, the system has a tendency toward the phase separation if the
mixing energy is positive, whereas the system tends toward homogeneous mixing
if the mixing energy is negative. Figure 1.21 depicts the mixing energy of Cr atoms
in (Zn, Cr)Te as a function of the Cr concentration. As shown in Fig. 1.21, the mix-
ing energy of (Zn, Cr)Te shows strong convexity and always has positive values
for concentration region the investigated. This result leads to the phase separation
in the ground state at T = 0: (Zn, Cr)Te has a miscibility gap. Note that in this
calculation experimental lattice constants are employed, and the lattice relaxation
effect is not taken into account because of the CPA calculation. The kinetic effect
of the lattice strongly affects the impurity configuration in the substituted alloy.
As the temperature is increased, the entropy effect becomes prominent. There-
fore, in order to understand the phase stability of the DMS at finite temperature,
it is necessary to calculate the mixing free energy, F(c,T) = Epm(c) — TS, where T
is the temperature and S is the mixing entropy. In the case of a substituted binary
alloy, the mixing entropy is easily obtained as S = —kg[(1 —¢)In(1 —c) + cInc],
where kg is the Boltzmann constant. Figure 1.22 indicates the mixing free energy
F of (Zn, Cr)Te as a function of the Cr concentration. As shown in Fig. 1.22, with
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Figure 1.21. Mixing energy of Cr atoms in (Zn, Cr)Te as a function of Cr concentration.

increasing temperature, the mixing free energies show a gradual transition from
convex to concave concentration dependence resulting in negative mixing free
energy. At low temperatures, the mixing free energies have common tangents.
Within these tangent points the DMS have energy gains with respect to the de-
composition into the composition rich and poor phases. In particular, the region
02F/dc? < 0is called the spinodal region, where the spinodal decomposition occurs
spontaneously. On the other hand, the region 9°F/dc?> > 0 in the miscibility gap
is called the nucleation or binodal region. Above the critical temperature (spinodal
temperature), the two common tangent points disappear, such that the magnetic
impurities in the DMS are distributed homogeneously.

The temperature (T) versus impurity concentration (c) phase diagram can be
described from the calculated mixing free energy. At a temperature lower than the
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Figure 1.22. Mixing free energy of Cr atoms in (Zn, Cr)Te as a function of Cr atoms. The
cases of 0, 1000, 2000, 3000 and 4000 K are shown in the figure.
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Figure 1.23. The phase diagram of (Zn, Cr)Te. The black line indicates the spinodal line.

spinodal temperature, the two spinodal points are determined from the second
derivative of the mixing free energy with respect to the impurity concentration
as zero (0°F/dc? = 0). Figure 1.23 shows the phase diagram of (Zn, Cr)Te. The
black line in Fig. 1.23 signifies the phase boundary between the homogeneous and
spinodal regions. Above the spinodal line, the system does not cause spinodal
decomposition. On the other hand, below the spinodal line the system is unstable
for an arbitrarily small fluctuation of the Cr concentration. As shown in Fig. 1.23,
(Zn, Cr)Te tends to undergo spinodal decomposition at a commonly used crystal
growth temperature in the experiment. For example, when (Zn, Cr)Te is grown at
500K, Cr atoms in ZnTe are immiscible in the range of about 0.03 < ¢ < 0.95, such
that in this range the system causes the phase separation into (Gagg7,Mng o3)As
and (Gag g5,Mng 95)As by spinodal decomposition.

1.3.3 Effective Chemical-Pair Interactions in the DMS

As discussed above, in general, the DMS undergoes spinodal decomposition such
that the distribution of magnetic impurities in the DMS is no longer homogeneous.
In order to investigate the configuration of magnetic impurities in the DMS
under spinodal decomposition and how the inhomogeneity of magnetic impu-
rities affects the magnetism in the DMS, we have to calculate the effective pair
interaction between two magnetic impurity sites i and j by using the general-
ized perturbation method within the KKR-CPA formalism.%” According to this
method, for a binary alloy A;_,By, the effective pair interaction Vj; is defined
as an energy difference between B-B and A-A pairs and two B-A pairs, ie.,
Vi = VBB 4+ Vi?A - ZVI;AB, where Vi?B is the potential energy calculated by the
KKR-CPA method when sites i and j are occupied by atoms A and B, respectively.
As understood from the definition, negative Vj; means that the attractive interac-
tion works between the same components at sites i and j, whereas positive Vij leads
to the repulsive interaction. Figure 1.24 shows the effective pair interaction in (Zn,
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Cr)Te as a function of the distance between two Cr atoms. The cases of Cr 5%,
10% and 20% are depicted. As shown in Fig. 1.24, the effective pair interactions of
(Zn, Cr)Te oscillate as well as the exchange coupling constant, and positive interac-
tions firstly appear in the second nearest neighbor, but the main contribution to the
phase state is a strong first nearest neighbor attractive interaction. Therefore, this
result indicates that (Zn, Cr)Te undergoes phase separation. Such a tendency of
the effective pair interaction is consistent with the calculated convex positive mix-
ing energy in Fig. 1.21. Although not shown here, other DMS such as (Ga,Mn)N,
(Ga,Mn)As and Co(Ti,Mn)Sb have negative effective pair interactions.

1.3.4 Simulation of the Spinodal Nano-decomposition

In this sub-section, based on the calculated effective pair interaction, we con-
sider crystal growth simulation by the Monte Carlo method. The conserved order
parameter Ising Hamiltonian is assumed here for describing the configuration of
magnetic impurities in the DMS: H = —%; ;}V;;0,0, where Vj; is the effective pair
interaction between sites i and j. o; is the occupation number at site i. In the non-
equilibrium crystal growth technique used in the experiments, the system can-
not reach thermal equilibrium. In order to simulate this situation, it is necessary
to interrupt the Monte Carlo loop after certain steps. As a typical example, the
(Zn, Cr)Te cases are shown; however, our simulation method is easily generalized
to all of the DMSs.

1.3.5 Three-dimensional Spinodal Decomposition (Dairiseki
Phase)

Firstly, simulations of the three-dimensional spinodal decomposition cases are
performed. In the three-dimensional case, a large FCC super-cell is prepared,
and the magnetic impurities in the DMS are randomly distributed as an initial
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Figure 1.25. Snapshots of the simulations of three-dimensional spinodal decomposition
(Dairiseki phase). The cases of Cr 5% (a) and 20% (b) are shown in the figure.

configuration. Starting from a random distribution of impurities, we choose one
impurity site, then try to move the impurity to a site which is chosen from the un-
occupied nearest-neighbor sites by obeying the Monte Carlo criterion. The trial site
can be any one of the nearest-neighbor sites (e.g., one of the 12 sites in the FCC case)
under three-dimensional spinodal decomposition. Figure 1.25 illustrates the sim-
ulation results of three-dimensional spinodal decomposition by the Monte Carlo
method for (Zn, Cr)Te. Only Cr atoms in (Zn, Cr)Te after 100 Monte Carlo steps are
shown in the figures. Nearest-neighbor Cr atoms are connected with bars. Note
that Zn and Te atoms exist in the white region. In this simulation, the 14 x 14 x 14
conventional FCC super-cells are taken as a simulation box. Simulations are per-
formed at a scaled temperature of kT /|Vp1| = 0.5, where kg is the Boltzmann con-
stant and Vjp; is the nearest-neighbor effective pair interaction. This corresponds to
919K and 340K for (a) (Zng.95,Crgg5)Te and (b) (Zng gy,Cro20)Te, respectively. The
simulations are started from completely random configurations and the systems
are quenched at the temperature T = 0.5|Vj1|/kp. As shown in Fig. 1.25(a), in the
Cr 5% concentration case, at each Monte Carlo step the Cr atoms form more iso-
lated clusters compared to the random configuration. On the other hand, the Cr
atoms form large clusters which extend to the whole crystal for the Cr 20% case, as
shown in Fig. 1.25(b). In this case, the large clusters consist of the zinc blende CrTe
with half metallic ferromagnetism. It is easy to predict that these complicated con-
figurations of Cr atoms affect the magnetism in the DMS profoundly. We call such
spinodal phase three-dimensional Dairiseki phase, where Dairiseki means “marble”
in Japanese. In fact, the three-dimensional Dairiseki phase has been experimen-
tally observed in (Ga,Mn)N, (Ga,Cr)N, (ALCr)N, and (Zn, Cr)Te by using TEM,
EDS and EELS analyses.®®70~72

The Tcs of (Zn, Cr)Te under three-dimensional spinodal decomposition calcu-
lated by the RPA method”37# are shown in Fig. 1.26. The RPA method can take
the magnetic percolation effect into consideration exactly, and provide a realistic
estimation of Tc. The horizontal axis is the Monte Carlo step corresponding to
the annealing time in the crystal growth experiment. Since the calculated results
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Figure 1.26. Curie temperatures of (Zn, Cr)Te under three-dimensional spinodal decom-
position. The horizontal axis is the Monte Carlo step.

depend on the initial configuration of the Cr atoms in the simulation box, we use
the 30 spinodal decomposition configurations to obtain a configuration average.
As shown in Fig. 1.26, below the percolation threshold, the Tcs of (Zn, Cr)Te
decrease with increasing Monte Carlo step. Such a tendency can be understood
from the fact that each spin inside the isolated clusters is aligned parallel, but
magnetic interactions cannot work between isolated clusters and spread over the
entire crystal, i.e., the superparamagnetism is realized in the low concentration
case. On the other hand, in the high concentration region, the Tcs rise with
increasing Monte Carlo step. This is because the Cr atoms can establish magnetic
percolating paths when forming large clusters in the high Cr concentration case;
therefore, strong ferromagnetic interactions which originate from the first nearest-
neighbor atoms can contribute to the high T¢. It is worthwhile comparing the
present results with experiments. In experiment, even though the concentration
of magnetic impurity is low, the high T¢ is observed in DMS with the Diriseki
phase. For instance, Kuroda et al. observed room temperature ferromagnetism
in inhomogeneous n-type (Zng.95,Crp 05)Te.?® In our simulation, the increase of Tc
is only remarkable for high concentrations. Therefore, these simulations (three-
dimensional spinodal decomposition) are not sufficient to explain the experimen-
tal results.

1.3.6 Two-dimensional Spinodal Decomposition (Konbu Phase)

Next, simulations of non-equilibrium layer-by-layer crystal growth with two-
dimensional spinodal decomposition are introduced.?’” In these simulations,
atomic diffusion is restricted to the surface, and only the nearest-neighbor sites
on the same surface can be a candidate for a trial site in the layer-by-layer sim-
ulation [one of the four sites in the FCC (100) plane]. Moreover, ideal layer-by-
layer growth is assumed, i.e., after the annealing process of the first layer, the
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resulting configuration of the first layer is fixed. Then, we deposit the second
layer and start the annealing only for the second layer. Repeating this process for
the required number of layers, we can obtain the spinodal decomposition phase
under the layer-by-layer growth condition. Figure 1.27(a) shows the simulation
result of layer-by-layer simulation with two-dimensional spinodal decomposition
for (Zn, Cr)Te after 400 Monte Carlo steps. The impurity concentration is fixed at
5%, and the simulation box is the 16 x 16 x 16 conventional FCC cell. Simulations
are performed at a scaled temperature of kgT /| V1| = 0.5. As shown in Fig. 1.27(a),
in contrast to the three-dimensional spinodal decomposition cases, characteristic
quasi-one-dimensional structures appear when layer-by-layer growth is assumed.
Due to the attractive interactions, magnetic impurities favor gathering together.
Under the layer-by-layer condition, magnetic impurities cannot move out from the
initial planes; thus, the shape of the cluster is spontaneously controlled, resulting in
the quasi-one-dimensional shape. We call this quasi-one-dimensional phase “one-
dimensional Konbu phase”, where Konbu means seaweed in Japanese. By choos-
ing temperature and growth speed, we can expect this kind of one-dimensional
structure even though Cr concentration is low. The present simulations completely
ignore migration barriers, and hence they do not give quantitative predictions,
but they are describing some of the relevant physics qualitatively in DMS crys-
tal growth. In fact, one-dimensional structures along the crystal growth direction
with high-Tc have been observed experimentally in (Al, Cr)N (Ref. 70) and GeMn
systems.®”

The RPA calculation that predicts T¢ for the quasi-one-dimensional Konbu
phase is estimated to be about 20 K. Long chains of magnetic impurities exist; how-
ever, the magnetic network is only along the crystal growth direction and the mag-
netic correlations between Konbu phases are very weak. In the RPA calculations,
it is assumed that the classical isotropic Heisenberg model can describe the mag-
netism of the DMS well. As is well known, the ferromagnetism is suppressed in
the perfect one-dimensional isotropic Heisenberg model.”® Therefore, Tc of the

(b)

Figure 1.27. (a) Snapshots of the simulation of two-dimensional spinodal decomposition
in Cr 5% doped ZnTe (Konbu phase). (b) Konbu phases are combined by the delta doping
phase.
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quasi-one-dimensional Konbu phase is low. If it is possible that due to some
fluctuation the Konbu phases intersect each other somewhere in the crystal, the
system is really ferromagnetic because the magnetic interaction can extend to
the whole crystal. This idea leads us to a new materials design for high-T¢
DMS by using delta doping method. In the delta doping, dopant atoms are con-
fined to a single atomic plane within a semiconductor and are concentrated on
one or two atomic layers in a crystal plane. The case of (Zn, Cr)Te with delta
doping is illustrated in Fig. 1.27(b). In this simulation, the impurity concentra-
tion of the Konbu region is 5%. Artificially inserted one delta-doping layer which
contains many magnetic impurities (surface density is 80%) links the quasi-one-
dimensional Konbu phases together. The calculated T¢ for this artificial structure
is as high as 346 K.

1.3.7 Co-doping Method for Controlling Spinodal Decomposition

Spinodal decomposition, as explained in the previous chapters, can be a useful tool
in forming nano-structures in DMS systems via self-organization. In the follow-
ing sub-sections, by using this effect some applications of spinodal decomposition
to fabricate functional materials, such as a DMS with high-blocking temperature,
a prototype of a spintronics device and a spincaloritronics device, will be pre-
sented. However, the synthesis of homogeneous DMS with high Tc is still im-
portant and, for this purpose, we will discuss the co-doping method to control
spinodal decomposition. In Sec. 1.2.3, it has been shown that the absence of per-
colation prevents ferromagnetism in homogeneous DMS systems for low con-
centrations. By controlling spinodal decomposition and suppressing the phase
separation, we can dope magnetic impurities homogeneously in semiconductors
up to high concentrations.

The doping problem also appears in the valence control of wide band-gap
semiconductors. For example, it is well known that n-type doping is easy in
ZnO, while p-type doping is extremely difficult. This is called unipolarity and pre-
vents some of practical applications of wide band-gap semiconductors. Based on
first-principles calculations, Yamamoto and Katayama-Yoshida have proposed the
co-doping method to overcome this difficulty.”” According to their calculations,
by introducing compensating impurities in addition to the dopant impurities, it
is possible to enhance the solubility of the dopant impurities, reduce activation
energy and improve mobility. We develop this idea to overcome the solubility
limit of magnetic impurities in DMS systems. Normally, magnetic impurities act
as acceptors in DMS; we consider donor impurities as co-dopants.

In order to see the enhancement of the solubility by co-doping, we calcu-
late the mixing energy of magnetic impurities given the existence of co-dopant
impurities. In the case of (Ga, Mn)As, we have chosen the O donor as a co-
dopant, and we calculate the mixing energy (AE) from the total energies (TE)
of (Gaj_y, Mny)(As;,Oy), Ga(As;,Oy) and Mn(As;,Oy), as AE = TE[(Ga;_,,
Mny)(As;—,Oy)] = TE[Ga(As;—yOy)] — TE[Mn(As;_,Oy)]. By definition, positive
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Figure 1.28. Calculated mixing energy of (a) (Ga, Mn)As and (b) (Zn, Cr)Te. As co-
dopants, oxygen and iodine are chosen, respectively. For (Zn, Cr)Te, the N acceptor is also
considered as a co-dopant.

AE indicates that the system has a tendency towards spinodal decomposition. The
lattice relaxation is not taken into account, and we assume the lattice constant of
the respective host materials.

Figure 1.28 shows the calculated mixing energy of (Ga, Mn)As and (Zn, Cr)Te
with/without the co-doping treatment by substitutional O and substitutional I,
respectively. For (Zn, Cr)Te we also calculated the co-doping effect by N accep-
tors. First of all, the mixing energy without co-doping shows strong convexity
as a function of the concentration of magnetic impurities. This is consistent with
experimental observations, namely, that DMS systems are easily decomposed and
careful tuning of crystal growth conditions is necessary. The effect of co-doping
is significant in both compounds. By introducing donor impurities the mixing
energy is lowered and spinodal decomposition is suppressed. Thus, it is found
that co-doping enhances the impurity solution and promotes a homogeneous dis-
tribution of magnetic impurities. Roughly speaking, the minimum of the mixing
energy appears at around the concentration of the co-dopants. For the low concen-
trations, negative mixing energies are predicted and uniform mixing is expected
under the thermal equilibrium condition. In contrast to this drastic change in the
mixing energy due to the compensating co-dopants, acceptor co-doping by N into
(Zn, Cr)Te has almost no effect, as shown in Fig. 1.28. This observation indicates
that the energy lowering due to the co-doping with the compensating impurities
originates from the bonding energy between the acceptor states (in the present
cases, Mn and Cr) and the donor states (O and I, respectively).

The co-doping effect is also confirmed in the calculations of the pair
interactions between magnetic impurities. Figure 1.29(a) shows the calculated
pair interactions between Cr atoms in (Zn, Cr)Te. As shown in the figure, with-
out co-doping, strong attractive interactions happen between Cr atoms and this is
why the system shows spinodal decomposition. By introducing the co-dopant I,
the interactions become repulsive, which means the Cr atoms favor homogeneous
mixing. However, the N co-doping does not change the interactions so much,
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as shown in Fig. 1.29(c), and this is consistent with the calculation of the mixing
energy shown in Fig. 1.28. In Figs. 1.29(d), (e) and (f), the Cr distributions are
generated from the calculated pair interactions by using Monte Carlo simulation.
It is clearly shown that the decomposition is strongly suppressed by co-doping.
In principle, the same behavior is observed in the other DMS systems, such as
(Ga, Mn)N and (Ga, Cr)N. Thus, we can expect that the co-doping method can
be adopted generally to enhance the solubility limit in DMS systems and achieve
high-T¢ by overcoming the percolation threshold.”®

1.3.8 Super-paramagnetic Blocking Phenomena

So far, we have seen that the DMS system is decomposed into two phases, the
high concentration region and the low concentration region, due to spinodal
decomposition. If the concentration of magnetic impurities is high enough, the
high concentration region can spread all over the crystal resulting in high-T¢ fer-
romagnetism, but for low concentrations the magnetic impurities form small clus-
ters, whose crystal structure is coherent to the host material. The clusters are
independent magnetically, and therefore, the whole system shows superparam-
agnetism. Thus, spinodal decomposition suppresses the ferromagnetism of DMS
for low concentrations.

However, when the size of the clusters formed due to spinodal decomposi-
tion is large, the relaxation time of the magnetization can be quite long, leading
to a hysteretic behavior in the magnetization process. This is called the blocking
phenomena and originates from magnetic anisotropy. This effect is simulated by
using the Monte Carlo method to discuss how clustering affects the hysteresis of
the decomposed DMS systems via the superparamagnetic blocking phenomena.*?

To simulate the magnetization process by using the Monte Carlo method, we
employ the algorithm proposed by Dimitrov et al.>® We have assumed uniaxial
magnetic anisotropy. The hysteresis loops for a homogeneous and inhomogeneous
(Konbu phase) (Zn, Cr)Te are simulated at the temperatures T = 0.5T¢, Tc and
2Tc, where T (=100K) is the Curie temperature of the homogeneous (Zn, Cr)Te.
The average concentration of Cr is 5% for both cases and we use a super-cell that
is a 14 x 14 x 14 conventional FCC unit cell. Notice that the Curie temperature of
decomposed (Zn, Cr)Te is very low. The results are shown in Fig. 1.30. As shown in
the figure, for the homogeneous (Zn, Cr)Te, which shows a square hysteresis loop
below T¢, the hysteresis loop closes at Tc and the system shows a paramagnetic
response above Tc.

On the other hand, the hysteresis phenomena of (Zn, Cr)Te is strengthened
in the Konbu phase. As shown in Fig. 1.30(b), the width of the loop becomes
wider in the Konbu phase compared to the homogeneous phase. Moreover, even
at high temperature the ferromagnetic response still survives and the remanent
magnetization is observed. This indicates that we can optimize the ferromag-
netism by controlling spinodal decomposition. In the present simulation, there
are ~550 Cr impurities in the super-cell and the size of the super-cell limits the
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Figure 1.29. Calculated pair interactions between Cr atoms in (Zn, Cr)Te in the case of
(a) without co-doping, (b) with N co-doping and (c) with I co-doping. (d), (e) and (f) show
snapshots of the Cr distribution in (Zn, Cr)Te generated by using the interactions calculated
in (a), (b) and (c), respectively. Green spheres indicate Cr positions in the host matrix.

maximum size of the clusters. It is known that the blocking temperature is pro-
portional to the activation energy to flip the magnetization, and the activation en-
ergy is proportional to the volume of the cluster. Thus, we can expect rather high
blocking temperature in real DMS systems if large clusters are formed by spinodal
decomposition.
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Figure 1.30. Monte Carlo simulations of the hysteresis loops for (a) homogeneous (Zn,
Cr)Te and (b) (Zn, Cr)Te in the Konbu phase (inhomogeneous phase). For both cases, the
average Cr concentration is 5%, and the simulations are performed at the temperatures
T = 0.5T¢, Tc and 2T, where T¢ is the Curie temperature of the homogeneous (Zn, Cr)Te.
Magnetization is normalized by the saturation magnetization, and the external field is nor-
malized by the nearest-neighbor exchange interaction strength.

As already pointed out, normally the DMS systems have a strong tendency to-
wards phase separation. Therefore, depending on the details of the experimental
conditions the phase separation occurs uncontrollably and depending on the stage
of the phase separation the system shows various magnetic properties (superpara-
magnetism, low-T¢, high-Tc, and so on). This consideration reasonably explains
the reason for the experimental controversy about the ferromagnetism in wide
band-gap semiconductor based DMS systems.

1.3.9 Applications of the Konbu Phase

As an application of the one-dimensional Konbu phase, terabit-density nano-
magnets fabricated by bottom-up nanotechnology such as self-organized two-
dimensional spinodal decomposition are introduced in this sub-section. As is well
known, in practical use dynamic random access memory (DRAM) utilizes small
capacitors which basically consist of two small metal plates separated by a thin
insulator as a memory element. On the other hand, next-generation magnetic ran-
dom access memory (MRAM) based on the TMR effect can realize a higher read
and write speed than those of the DRAM. However, high integration of MRAM
with the current technology is very difficult due to crucial problems such as the
half-select, wiring, and low output voltage. Here, we show that Terabit-density
nano-magnets fabricated by bottom-up nanotechnology like self-organized two-
dimensional spinodal decomposition may possibly be used as a memory element
and thereby solve such fundamental crucial problems. To do this, it is necessary
to control the shape, growth position, and density of the quasi-one-dimensional
Konbu phase in the DMS.

Firstly, we introduce a control simulation of the growth positions of the Konbu
phase in the DMS by using periodic atomic patterns, which consist of magnetic
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atoms on the semiconductor substrate before the crystal growth (“nanoscale
seeding”). After nanoscale seeding, layer-by-layer crystal growth simulation is
performed by Monte Carlo simulation. Figure 1.31(a) shows the simulation re-
sult of growth position control. As shown in Fig. 1.31(a), Cr atoms in (Zn, Cr)Te
form nanomagnets through nanoscale seeding via a 13-atom array of Cr atoms
with an area of 1.44nm?. It can be clearly seen from Fig. 1.31(a) that the control of
the growth positions of the nano-magnets by nanoscale seeding is almost perfect.
The quasi-one-dimensional Konbu phase grows straight along the crystal growth
direction when the vapor pressure or Cr concentration is constant during the layer-
by-layer crystal growth.

The next requirement is to control the shape of the Konbu phase in the DMS.
In this simulation, the shapes of the Konbu phase are controlled by changing the
Monte Carlo step, Cr concentration, and growth temperature during the layer-
by-layer crystal growth. These simulation parameters correspond to growth rate,
vapor pressure of Cr atoms, and temperature in the experiment, respectively. Fig-
ure 1.31(b) shows the result of the shape control simulation of terabit density
nanomagnets in (Zn, Cr)Te. Before the crystal growth, nanoscale seeding, which
consists of a 25-Cr-atom array and covers 3.24nm?, is implemented to control
the position of the nano-magnets. As shown in Fig. 1.31(b), the shape control
of the quasi-one-dimensional Konbu phase in (Zn, Cr)Te is performed by reduc-
ing (lower black arrow) and increasing (upper black arrow) the vapor pressure
of Cr atoms during the layer-by-layer crystal growth. The controls of the growth
positions and shape of the terabit density nano-magnets in (Zn, Cr)Te appear to

Figure 1.31. (a) Control of the growth positions of the Konbu phase in (Zn, Cr)Te by
“Nanoscale Seeding” on the semiconductor substrate. (b) Shape control of the Konbu phase
in (Zn, Cr)Te by changing the Monte Carlo step, Cr concentration, and scaled temperature
during the layer by layer crystal growth.
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work very well. Thus, the blocking temperature originating from the magnetic
crystalline anisotropy or shape anisotropy in the terabit density nano-magnet can
be controlled by changing the number of Cr atoms. Based on the simulation
results presented in this sub-section, we suggest that terabit density nano-magnets
along the crystal growth direction can be generated by using layer-by-layer crys-
tal growth with two-dimensional spinodal decomposition, and the position and
shape of nano-magnets can be controlled by using lithography on the semiconduc-
tor substrate and by changing the vapor pressure or concentration of the magnetic
impurities during thermal non-equilibrium crystal growth, such as MBE, MOVPE,
or MOCVD.

Finally, a prototype of the spintronics device based on the terabit density nano-
magnets is introduced. In our prototype device, (Ga, Cr)N and (Ga, AI)N are
alternately grown by using the layer-by-layer crystal growth technique, as shown
in Fig. 1.32. Additionally, the shape of central (Ga, Cr)N is controlled by changing
the vapor pressure and concentration of the Cr atoms. The (Ga, AI)N layers work
as an insulating barrier. Under these conditions, we can the control spin directions
of only central (Ga, Cr)N by applying the magnetic field or spin current because
the coercive forces in the central (Ga, Cr)N region and the other (Ga, Cr)N regions
are not the same value. Therefore, the TMR effect, which depends on the spin
direction of the central (Ga, Cr)N, can be observed, and it can be expected that
this device would work as a memory element of MRAM. The problem of wiring
is solved by using self-organization. Furthermore, as mentioned above, since the
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Figure1.32. The prototype of the spintronics device based on the Konbu phase in the DMS.
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area of this TMR element is quite small, it is possible to fabricate terabit density
memory.

1.3.10 Spin Caloritronics Application in Colossal Spin-Entropy
Expansion Cooling by the Konbu Phase

In addition to the conventional Peltier effect, we propose a new class of
thermoelectric-cooling mechanism based on adiabatic spin-entropy expansion
in a quasi-one-dimensional nano-superstructure (Kobu phase) by injecting the
spin current from the ferromagnetic metal to the paramagnetic one.” The spin-
entropy expansion mechanism dominates and enhances the thermoelectric-cooling
power dramatically in CPP-GMR (current perpendicular to plane giant magneto-
resistance) Co/Au nano-interface. Based upon the spin-entropy expansion mech-
anism, we can design new thermoelectric-cooling nano-superstructures using the
newly-designed half-Heusler ferromagnet NiMnSi (T¢c = 1050 K)® and the self-
organized quasi-one-dimensional Konbu phase (Zn, Cr)Te with very high blocking
temperature (> 1000 K) by spinodal nano-decomposition.

In order to consider the current direction of the R-I shifts, we take into account
that the shift is caused by adiabatic spin-entropy expansion cooling in addition
to the conventional Peltier effect in the Konbu phase or CPP nano-superstructure
interface. When the spin current flows through a CPP nano-superstructure inter-
face, Joule heating (RI?), spin-entropy expansion cooling (TAcI), and conventional
Peltier cooling (I1I) occur at the same time. The spin-entropy expansion cooling
term becomes dominant in the adiabatic spin injection in the extreme and thermal
non-equilibrium conditions with ultra-high spin and charge current in the quasi-
one-dimensional nano-superstructures. According to Fukushima et al.,%! we can
extend the theory for the change in resistance (AR) based on the charge and spin
current by taking into account the conventional Peltiereffect and newly-introduced
adiabatic spin-entropy expansion by assuming a constant heat capacity of the CPP
elements. AR is described as

AR o RI2 = T1I — TAo'l = I(RI — [I1 + TAc}), (1.1)

if the heating and the cooling occur at the same place. The conventional Peltier
coefficient ITay /¢, of the Au/Co interface is obtained from the relation

Mau/co = (Sau — Sco)T = 9.8meV  (at T = 300K), (1.2)

where Sp,, and Sc,, are the Seebeck coefficients of Co and Au, and T is the tem-
perature. From the Seebeck coefficients of bulk Co (—30.8 4V /K) and bulk Au
(1.9uV/K), as shown in Eq. (1.2), ITay/co is estimated to be 9.8 meV at 300K.

The adiabatic spin-entropy expansion cooling term (TAc) is defined as fol-
lows:

TAc = TkgIn(2) = 17.8meV  (at T = 300K). (1.3)
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Figure 1.33. Typical R-I curves of a CPP-GMR element. Spin injection is from the ferro-
magnetic (FM) nano-wire to the paramagnetic (PM) metal contact with total spin J. (a) Joule
heating (RI?) term only (dotted line), (b) Joule heating (RI?) and conventional Peltier effect
(T1I) terms (thin solid line), (c) Joule heating (RI?), a conventional Peltier effect term (I1I),
and a spin-entropy expansion term (TAcI) (thick solid line). R is the zero-current resistance.
The definition of the shift is shown in the figure.

Figure1.34. Schematic explanation of adiabatic spin-entropy expansion caused by spin in-
jection from the ferromagnetic Konbu phase to the paramagnetic metal contact. The change
of the summation of spin entropy (AUspin > 0) and lattice entropy (Aopattice < 0) is zero.
Continuous spin injection and spin-entropy expansion take the heat from the lattice system.

Comparing the physical values of the Peltier coefficient in Eq. (1.2) and the spin-
entropy expansion cooling term in Eq. (1.3) at 300 K, we should emphasize that the
spin-entropy expansion cooling term is almost two times larger than the conven-
tional Peltier effect.
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Equation (1.1) indicates that heating and cooling compensate each other at
I = [I1+ TAc]/Ro(= Iy). Here, Rg is the zero-current resistance. As shown in
Fig. 1.33, I, is defined as the cross-point of the R — I curves at AR = 0. Equa-
tion (1) leads to the product of RI, equaling [IT+ TAc]. [IT14 To] is determined
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Figure 1.35. The designed thermoelectric-cooling nano-superstructure by adiabatic spin-
entropy expansion from the half-Heusler ferromagnets, NiMnSi, (Tc = 1050 K) to paramag-
netic metals, Au, in the quasi-one-dimensional nano-superstructures. The spaces between
the nano-superstructure are made by SiO,. The inserted density of states (DOS) indicates
the half-metallicity (100% spin-polarized ferromagnets). The structure and magnetic prop-
erties are predicted through the calculation of the phase stability, equilibrium lattice con-
stant (10.3291 au), electronic structure, magnetic exchange interaction (J;;) and Curie tem-
perature of T = 1050 K is calculated by Monte Carlo simulation. Applying thehigh density
of charge and spin current from upper- to lower-side between the Au contacts, the upper
Au part is heated up and the lower Au part is cooled down.

The Konbu phase sandwiched by the Au contacts is designed by self-organized two-
dimensional (2D) spinodal nano-decomposition in the layer-by-layer crystal growth simu-
lation Monte Carlo method based upon the ab initio calculation of chemical pair interactions
between Cr-Cr, Zn—Cr, and Zn—Zn pairs. Averaged Cr concentration is 20% in (Zn, Cr)Te.
Growth-position control of the Konbu phase is achieved by the seeding of the periodic 13 Cr
atoms on the Au contact and substrate. The pink atom corresponds to Cr. The regions be-
tween the nano-superstructure columns are pure ZnTe. The inserted density of states (DOS)
of the high Cr concentration region caused by 2D spinodal nano-decomposition indicates
the half-metallicity (100% spin-polarized ferromagnets).
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by the combination of the two materials at the Peltier-cooled Co/Au interface and
the “natural value” from adiabatic spin-entropy expansion (TAc = TkgIn(2) =
T -60uV/K). Therefore, these are independent of the size or the resistance
of the CPP nano-superstructure. Based upon the experimental data®! for CPP
Co/Au interfaces from different experimental groups, the characteristic experi-
mental values of Rol, are 22.5 meV,28 27.9meV,$? 18.4meV,?3 and 23.0meV,3* and
these experimental values are very good agreement with the theoretically cal-
culated value of 27.6meV [=9.8meV (conventional Peltier effect term)+ 17.8 meV
(spin-entropy-current injection-cooling term)] at 300K. Based upon our new mech-
anism and the above experimental data analyses, the thermoelectric-cooling
power (RI%) is eight times [(27.6 meV /9.8 meV)? = 8] larger than the conventional
Peltier effect alone. Therefore, we conclude that the major thermoelectric-cooling
mechanism in the nano-superstructures of the CPP Co/Au interface is the adi-
abatic spin-entropy expansion mechanism, and the conventional Peltier effect
alone makes a minor contribution to the thermoelectric cooling in CPP nano-
superstructures. The thermoelectric-cooling power per unit area of CPP element
(105 ~ 10°W/cm?)81-84 is much larger than that of conventional thermoelectric
materials (~5W/cm?).

1.4 ZnO AND GaN-BASED DMS BY SIC-LDA

The Kohn-Sham approach to the density-functional theory (DFI-KS) with the
local-density approximation (LDA) is a surprisingly successful method to inves-
tigate electronic structures of various classes of materials. However, the LDA is
known to have systematic failings, such as the overbinding error for solids and
molecules, and the underestimation of band-gaps for semiconductors. In the cal-
culations for dilute magnetic semiconductors (DMS), there is concern that the cal-
culated electronic structures may contain errors caused by the LDA. In fact, if one
compares the density of states calculated in the LDA with experimental photoe-
mission spectroscopy data, discrepancies are found particularly in the width of
the band-gap of the host semiconductors and the eigenvalues of the d orbitals of
the transition-metal magnetic impurity atoms. For accurate investigation of DMS
systems, it is necessary to use an approach which improves on such errors intro-
duced by the LDA.

In this section, we make a simple correction to the DFT-KS-LDA calculation
scheme. The method we employ is called the pseudopotential-like self-interaction
correction (pseudo-SIC) method, which was originally developed by Filippetti
and Spaldin.®®> Although the original pseudo-SIC method is implemented in a
plane-wave pseudopotential code, we have modified and combined it with a code
based on the Korringa—Kohn-Rostoker (KKR) method.® This is because the KKR
method combined with the coherent-potential approximation (CPA) is very useful
for investigating disordered systems like DMS systems.
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In the next section, the formalism of our modified pseudo-SIC method is
introduced. The calculation results for wide band-gap DMS (ZnO- and GaN-based)
are given in Secs. 1.4.2 and 1.4.3, respectively.

1.4.1 Pseudo-Self-Interaction-Corrected Local Density
Approximation (SIC-LDA) Method

In the DFT-KS-LDA scheme, the states considered are those of the non-interacting
particles moving in a one-body effective potential. The Coulomb interaction act-
ing among the real electrons is taken into account through the effective potential,
which is given by the variation of the electron—electron interaction energy as

Eeeln] = U[n] + Excln). (14)

Here, the first term is the Hartree (electrostatic Coulomb interaction) term,
1 n (?) n (?) 3,93,/
Un| == ————=d°rd’r, 1.5
] 2// |7 — 7| T (1.5)

and the second term is the exchange-correlation term. Since the exact descrip-
tion as a functional of local densities is not known, the exchange-correlation term
is replaced by an approximated functional, which is often obtained by using the
LDA.

The exact electron—electron interaction energy E.. with the exchange-energy
Exc must give exactly zero energy whenever the density n(r) represents a den-
sity of one-electron states. In other words, the Hartree term and the exchange-
correlation term for one-electron states must cancel each other out. In actual
calculations, however, since the approximated LDA exchange-correlation energy
EY2A[n] is generally used, this cancellation condition is only partially complete
and spurious interaction energy is produced. This unphysical energy is called the
self-interaction error (SIE). The SIE for an orbital labeled by index i, of which the
charge density is given by n;(r), becomes

8; = Uln;] — EXZ™[ny). (1.6)

In the original self-interaction correction (SIC) method by Perdew and
Zunger,%” the unphysical SIE of all the occupied orbitals are simply subtracted
from E..[n]:

occ

ESXC[n) = Un] 4+ ERRA ] — 36 (1.7)

The SIC total energy is then minimized by solving the following equations:

[~ V2 + 07N (7) = expi(7), (1.8)

o€ = o'PA[n] — (ufni] + 0} ), 19)



1.4. ZnO and GaN-Based DMS by SIC-LDA | 43

where VIPA[1] is the LDA effective potential, u[n] the Hartree potential (given by
the variation of U), and v}2% [n] the LDA exchange-correlation potential (given by
the variation of ELDA)

The straightforward application of the SIC method to extended systems, how-
ever, requires large computational efforts. Furthermore, since the screening effect
on the Coulomb interaction is not taken into account, the full correction by the
SIC method generally results in overcorrection e.g., the band-gaps become too
large and the eigenvalues of localized orbitals become too low in energy. In the
pseudo-SIC method, these problems are worked out by modifying the SIC poten-
tial to be expressed in terms of nonlocal projector operators and by introducing
a pre-scaling factor to the SIC potential. As already mentioned, we have made
modifications to the method and combined it with the KKR-CPA method. In the
original implementation, the SIC potential is defined on a set of localized pseudo-
atomic orbitals. In our implementation, the SIC potential is calculated by using the
angular-momentum-decomposed charge density in the muffin-tin spheres of each
site:

(7 :—Im/ G, (7,7;€ (1.10)

where L = (¢,m) is the composite index of angular momentum, i the site index,
and G}, (7,7;€) are the Green’s functions. The corresponding SIE for an angular
momentum channel L at a site i is given as

6; = Uliih] + EX2A[at]. (1.11)

Here, ﬁlL is the normalized orbital charge density of the orbital:

il = %, (1.12)
L
where pj is the orbital occupancy

ph = / nt (7)d%r. (1.13)

sphere

The SIC potential becomes

‘ 1 .

o = 0P ) — Spi (ulh] + oML ), (114)

where the pre-factor 1/2 comes from the same philosophy as in the original im-
plementation of the pseudo-SIC method. The total energy becomes the LDA to-
tal energy with SIE correction for the electron—electron interaction energy and the
double-counting of the effective potential energy:

grsic _ proa | 1 ZZ/"L PSICz 25 (1.15)
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1.4.2 ZnO-Based DMSs in SCI-LDA Versus LDA

The electronic structures of ZnO-based DMS are now calculated, where V, Cr, Mn,
Fe, Co and Ni are doped as the magnetic impurity. The lattice parameters are
fixed to those of the experimental lattice constant of wurtzite-ZnO (a = 3.249 A,
¢ =5.204A and u = 0.3821).88 The concentration of transition-metal is 5% and the
substitutional disorder is dealt with by CPA. All the magnetic impurity atoms are
assumed to replace the host cation (zinc) atoms.

The main feature of the band structure of the host ZnO consists of the O-2p
valence band, the Zn-4s conduction band and the Zn-3d semicore-like band. In
experiments, the band-gap width of ZnO is 3.4eV and the Zn-3d semicore band
is observed at ~8eV below the top of the valence band.?” The calculated den-
sity of states (DOS) of V-, Cr-, and Mn-doped ZnO are summarized in Fig. 1.36,
and those of Fe-, Co-, and Ni-doped ZnO are in Fig. 1.37. In the LDA total DOS
[the upper panels of Figs. 1.36(a), (c), (e) and Figs. 1.37(a), (c), (e)], the band-gap
width is ~1eV and the Zn-3d state is located at 5 ~ 6eV below the top of the
valence band. In the SIC total DOS [the upper panels of Figs. 1.36(b), (d), (f) and
Figs. 1.37(b), (d), (f)], the discrepancies are substantially improved. The band-gap
width becomes ~2.5eV, which, although still smaller than the experimental value
by ~1eV, is wider and closer to the experimental value than the LDA value. The
Zn-3d semicore band is now correctly located at 7 ~ 8 eV below the host valence
band.

Now let us consider the band structure of ZnO-based DMS. The calculation
results (in LDA and SIC) and the experimental spectra are compared for several
materials for which the photoemission spectroscopy data is available, namely, V-,
Mn- and Co-doped ZnO.

The partial DOS of V-3d states in V-doped ZnO is shown in the lower panel
of Fig. 1.36(a) for the LDA results, and the lower panel of Fig. 1.36(b) for the SIC
results. In both results, the V-3d states appear near the Fermi level. Due to the crys-
tal field of the near-tetrahedrally surrounding ligands, the states show tetrahedral-
like splitting. In the LDA partial DOS [Fig. 1.36(a)] the clear splitting between the
non-bonding e state and the anti-bonding ¢, state is shown. In the majority spin
channel, the fully occupied e state is located immediately below the Fermi level
and the almost empty ¢, state is located above the Fermi level, while the states in
the minority spin channel are empty. In the SIC partial DOS, Fig. 1.36(b), the fully
occupied e state is located lower in energy, while the other empty states are shifted
to the higher energy side. Since SIC produces large splitting between occupied
and unoccupied states, the partially occupied ¢, state shows another splitting. In
photoemission spectroscopy experiment,”® the peak of the V state is found near
the position of the SIC e state, which is ~1.8eV below the Fermi level. The half-
occupied state on the Fermi level is, however, not observed in the experiment.
This implies a slight shifting of the Fermi level in experimental samples since ZnO
shows n-type conductivity due to the electrons generated by intrinsic defects.

The LDA and SIC DOS for Mn-doped ZnO are shown in Fig. 1.36(e) and in
Fig. 1.36(f), respectively. The Mn-d states have a d° configuration such that, both
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Figure 1.36. The DOS of V- (a, b), Cr- (c, d) and Mn-doped (e, f) ZnO. The figures on the
left-hand side (a, ¢, e) are calculated in the LDA and those on the right-hand side (b, d, f) are
in the SIC-LDA. For all figures, the upper panels show the total DOS and the lower panels

the partial DOS of transition-metal atoms.

in LDA and SIC, all the majority spin states are occupied and the minority spin
states are empty. In one experiment,’! the Mn-d states are found to be strongly
hybridized with the host valence band and show a broad spectral structure. The
SIC result reproduces well the broad feature of the Mn-d states, while in the LDA
result the Mn-d states are wrongly predicted to be mid-gap states.
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Figure 1.37. The DOS of Fe- (a, b), Co- (c, d) and Ni-doped (e, f) ZnO. The figures on the
left-hand side (a, ¢, e) are calculated in the LDA and those on the right-hand side (b, d, f) are
in the SIC-LDA. For all figures, the upper panels show the total DOS and the lower panels
the partial DOS of transition-metal atoms.

In another experiment,’? the main peak of the Co-d state is observed at ~3eV
below the Fermi level and no spectral weight of the Co-d state is found in the
energy range between the main peak and the Fermi level. The observation is not
reproduced by the LDA result [Fig. 1.37(c)] because all the Co-d states in the LDA
result appear above the host valence band, where no state is found in experiment.
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On the other hand, in the SIC results [Fig. 1.37(d)], the main peak of the SIC Co-d
partial DOS is found at the bottom of the host valence band and another large peak
is found at the top of the valence band, which is ~2.5eV below the Fermi level. The
biggest difference from the LDA result is that no Co-d state is found near the Fermi
level in the SIC result.

In the LDA results, the main structures of the transition-metal states are found
above the host valence band for all the cases considered here. As a result, the d
state appears quite near to the Fermi level. Therefore, the LDA calculations predict
that the ferromagnetic ground states are strongly stabilized through the double-
exchange interaction mechanism. On the other hand, in the presented calculations
using the pseudo-SIC method, the transition-metal d states are shifted to the lower
energy side and, except for V-doped ZnO, no d state is found near the Fermi level.
For V-, Mn- and Co-doped ZnO, the SIC calculation is found to reproduce the
experimental band structure data quite well. However, since no d state at the Fermi
level is found, ferromagnetism by the double-exchange mechanism is expected to
be realized.

1.4.3 Mn-Doped GaN in SIC-LDA Versus LDA

We also calculate the electronic structure and magnetic properties of Mn-doped
GaN, which is one of the most promising high-Curie-temperature DMS materials.
In the calculations, we use cubic zinc blende structure with the lattice parameter
settoa = 4.50A.%

The band structure of GaN is similar to that of ZnO. The valence band mainly
comes from the N-2p state and the conduction band is from the Ga-4s state. The
band-gap width is 3.4eV. Although the Zn-3d state in ZnO is found just below
the valence band, the Ga-3d state in GaN is located much lower in energy. In a
photoemission spectroscopy experiment,” the main peak of the Mn-d partial DOS
in Mn-doped GaN is found to be located at 5 eV below the Fermi level and another
small peak is found at 2 eV below the Fermi level.

In Fig. 1.38, the LDA calculation result is shown. The Mn-d state is found in
the host band-gap. The clear tetrahedral-like splitting is shown. The fully occupied
e-state is located at 1.5eV below the Fermi level, which is the largest peak of the
Mn-d state. This is near the 2 eV peak observed in experiment; however, the exper-
imental 5eV peak is not reproduced in the LDA result. The half-occupied f state is
located at the Fermi level.

In the SIC result, shown in Fig. 1.39, the Mn-d state is shifted to the lower
energy side. Due to the strong hybridization with the valence band, the Mn-d state
becomes broader in shape. The main peak and the second largest peak are correctly
found near 5eV and 2 eV below the Fermi level. Despite the significant downward
shift of the fully occupied e state from the LDA result, the partially occupied ¢ state
does not change so much. The Fermi level lies on the ¢ state as in the LDA results.
Thus, the ferromagnetic ground state should be stabilized by the double-exchange
mechanism.
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The magnetic exchange interaction, J;, of Mn-doped GaN is shown in Fig. 1.40.
The figure shows the magnetic exchange interaction Mn—-Mn pairs as a function of
the distance of the pair. The interaction between the first-nearest neighbor pairs is
strongly ferromagnetic, while as the distance is increased, the interaction is rapidly
damped. In order to see the distance dependence more clearly, the interaction
between only those pairs that are aligned along the [110] direction is plotted in
the inset. The values are multiplied by the RKKY factor (r/a)3, where a is the
lattice constant. [110] is the direction in which the Ga-N-Ga bonds are aligned.
The curves show the obvious short-range feature, which is consistent with the
fact that the calculated DOS has a double-exchange-like structure. By applying
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Figure 1.38. The DOS of Mn-doped GaN calculated in the LDA. The upper panel shows
the total DOS and the lower panel shows the partial DOS of Mn-d states. The energy of zero
corresponds to the Fermi level. The Mn concentration is 5%.
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Figure 1.39. The DOS of Mn-doped GaN calculated in the SIC-LDA. The upper panel

shows the total DOS and the lower panel shows the partial DOS of Mn-d states. The en-
ergy of zero corresponds to the Fermi level. The Mn concentration is 5%.
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Figure 1.40. Calculated magnetic exchange interactions of Mn-doped GaN. The LDA val-
ues (black) and the SIC-LDA (red) are plotted as a function of distance between pairs of
magnetic impurity atoms. The inset shows the dependence on distance by plotting only the
pairs along the [110] direction and multiplying by the RKKY factor.

the SIC, the magnetic exchange interaction is enhanced. This is considered to be
due to the suppression of the anti-ferromagnetic super-exchange interaction by
large exchange splitting. Meanwhile, the distance dependence of the interaction is
almost the same with the LDA result, i.e., it is quite short ranged. This is because
the anti-bonding ¢ state on which the Fermi level lies is not changed by SIC.

In Fig. 1.41, calculated Curie temperature is shown as a function of the Mn
concentration. The experimental values from several studies’*~?8 are also plotted.
Due to the short-range feature of the magnetic exchange interaction, the Curie tem-
perature is very low especially for the low Mn concentration region. Since the
magnetic exchange interaction is larger, the values of the Curie temperature calcu-
lated in the SIC-LDA are higher than the LDA values. However, it does not reach
300K even at 15% Mn concentration. The experimental values of Curie temper-
ature are widely distributed from 0K (paramagnetic) to as high as nearly 1000 K.
The high values of Curie temperature, unfortunately, are not reproduced by the
presented calculations, even if the LDA error is corrected by SIC. The reason why
the calculated Curie temperature of Mn-doped GaN is low should be attributed to
the short-range nature of the exchange interaction in Mn-doped GaN.

1.4.4 Calculated Density of States (DOS) by LDA and SIC-LDA
Versus X-ray Photoemission Spectroscopy (XPS)

We next calculate the density of states (DOS) in GaAs, GaN, and ZnO-based
DMS in the LDA and SIC-LDA, and compare the DOS with the imaginary part
of single-particle Green’s function, which is experimentally observed in X-ray
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Figure 1.41. Calculated Curie temperature of Mn-doped GaN. The LDA values (black)
and the SIC-LDA (red) are plotted. The experimental values from the literature®*~*® are
also plotted (green squares).

photoemission experiments. In Figs. 1.42-46, the total DOS per unit cell and the
partial DOS of 3d-states per TM atom at the TM site obtained by using the LDA
and the SIC-LDA are shown for the ferromagnetic state, compared with the results
from X-ray photoemission spectroscopy (XPS).”°~%2 We also show the calculated
exchange interaction as a function of distance in order to discuss the origin of the
magnetic interactions.

In (Ga, Mn)As and (Ga, Mn)N, a smaller exchange splitting is always obtained
in the LDA; however, the SIC-LDA gives a larger exchange splitting consistent
with XPS data both for (Ga, Mn)As and (Ga, Mn)N (see Figs. 1.42 and 1.43). In
(Ga, Mn)As, 3d-states at the Fermi level are suppressed in the SIC-LDA due to the
larger exchange splitting, and Zener’s p—d exchange mechanism is dominant with
long-range ferromagnetic interactions [Fig. 1.42(c)]. However, Zener’s double-
exchange mechanism is dominant in (Ga, Mn)N due to the short-range ferromag-
netic interaction originated from a partially occupied deep 3d-impurity band for
both SIC-LDA and LDA.

Next, the calculated total and partial V-3d density of states of ferromagnetic
(2n, V)O with 5% V-doping obtained by the LDA and the SIC-LDA are compared
with the results from XPS obtained by Ishida et al.?® in Fig. 1.44. In the SIC-LDA,
the energy positions of the V deep-impurity band and the Zn-34 state in ZnO are
in good agreement with the XPS, in contrast to the LDA. Both the LDA and the
SIC-LDA indicate that the partially-occupied deep-impurity band in the band-gap
stabilizes the ferromagnetism due to Zener’s double-exchange mechanism. This
ferromagnetic interaction is short-ranged for both the LDA and SIC-LDA, and
therefore, we can expect low-T¢c due to the small percolation path in the dilute
concentrations.



1.4. ZnO and GaN-Based DMS by SIC-LDA | 51

The total and partial Min-3d density of states of (Zn, Mn)O with 5% Mn-doping
calculated by using the LDA and the SIC-LDA are next compared with the results
of XPS obtained by Mizokawa et al.”! in Fig. 1.45. The agreement of the deep-
impurity bands in the valence band and the Zn-3d state observed using the XPS
and the SIC-LDA is reasonable. Since the Fermi level is located in the band-gap,
we have no partially occupied deep-impurity band to stabilize the ferromagnetism
caused by Zener’s double-exchange mechanism. The anti-ferromagnetic super-
exchange interaction for the d° configuration dominates the anti-ferromagnetic
spin-glass (or paramagnetic) state. The SIC-LDA is quantitatively consistent with
the XPS, in contrast to the LDA.

The total and partial Co-3d density of states of ferromagnetic (Zn, Co)O with
5% Co-doping calculated by using the LDA and the SIC-LDA (PSIC-LDA) are
now compared with the results XPS obtained by Kobayashi et al.®? in Fig 1.46.
Agreement between the SIC-LDA and the PES is also reasonable for the Zn-3d
state and the satellite of two-hole bound states with resonance in the valence
band. Since the Fermi level is located in the band-gap, we have no partially-
occupied deep-impurity band to stabilize the ferromagnetism caused by Zener’s
double-exchange mechanism. However, the ferromagnetic super-exchange in-
teraction for the d’ configuration dominates the ferromagnetic interaction. The
SIC-LDA is quantitatively consistent with the XPS, in contrast to the LDA. Upon
electron doping by oxygen vacancy (double donor), we can expect Zener’s fer-
romagnetic double-exchange interaction due to the shift upwards of the Fermi
level. However, we can only expect low Tc due to the short-range ferromag-
netic interaction by double-exchange interaction. We can design high-T¢ or
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Figure1.42. (a)Calculated total and partial 3d density of states in (Ga, Mn)As, (b) observed
X-ray photoemission experimental data (the arrow indicates 3d states), and (c) calculated
exchange interaction as a function of distance by the magnetic force theorem.
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Figure 1.43. (a) Calculated total and partial 3d density of states in (Ga, Mn)N, (b) observed
X-ray photoemission experimental data (the arrow indicates 3d states), and (c) calculated
exchange interaction as a function of distance by the magnetic force theorem.

high-Tg (blocking temperature) by controlling spinodal nano-decomposition was
discussed in Sec.1.3.

1.5 TiO, BASED DMS BY LDA VERSUS SIC-LDA

Titanium dioxide TiO; is interesting due to its many properties and occurs in sev-
eral forms, such as rutile, anatase and brookite. In particular rutile- and anatase-
type TiO, phases are, relatively, the most stable phases. However, the relative
stability of rutile and anatase under ambient conditions is a controversial topic in
the literature, from both the experimental and theoretical points of view.” 102 The
rutile-type TiO; has a tetragonal crystal structure (2 = 4.59 A and ¢ = 2.96 A) with
a band-gap energy of 3 eV while the anatase phase also crystallizes in a tetragonal
structure (a = 3.78 A and ¢ = 9.52 A) with a band-gap energy of 3.2eV.!%

While the surface of the anatase phase is well known for an efficient photocat-
alytic effect,!%4 the rutile phase has a variety of uses as a nanoscale insulator, such
as ultrathin gate oxide field-effect transistors,'®>1% dielectric layers in capacitors
for dynamic random access memory,'?” and in dye-sensitized TiO; solar cells with
a good light power conversion efficiency.!8109

TiO, thin films can be produced by several methods including the sol-gel
process, !V different froms of sputtering form metallic'!! or ceramic!!? targets,
electron beam evaporation,'!® and pulsed laser deposition.!4
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Figure 1.44. (a) Calculated total and partial 3d density of states in (Zn, V)O, (b) observed
X-ray photoemission experimental data (the arrow indicates 3d states of Zn and V), and
(c) calculated exchange interaction as a function of distance by magnetic force theorem.

In this study we focus on the rutile-type TiO, (Fig. 1.47). The material belongs
to space group P4, /mnm. The titanium atoms are surrounded by six oxygen atoms
so that edge-shared local octahedral structures are formed.

1.5.1 Electronic Structure of (Ti, Co)O,

The discovery of ferromagnetism at room temperature in Co-doped TiO; (rutile
and anatase)!'>11¢ triggered subsequent intensive studies of various oxide
semiconductors doped with magnetic ions!!®117 and was the first step in the
interest in oxide-based DMS. Since the breakthrough, a number of Co-doped
TiO, films have been reported with various physical properties. As these stud-
ies shows, while the Co?™ oxidation state is observed in both rutile and anatase
Ti;_,CoxOy 518712 there is widespread disagreement over whether the spin
state is a high-spin'?°~124 or a low-spin!!4115125126 configuration. For example,
Mamiya et al. reported a combined experimental and theoretical Co L, 3-edge soft
X-ray magnetic circular dichroism (XMCD) study of rutile-type Tip97C00,0302-5
as-deposited films.!?! They observed clear multiplet features at the Co L, 3 edges
in the XMCD spectrum corresponding to those in X-ray absorption spectra
(XAS) of Tip.97C00,030,_5. The experimentally observed XMCD multiplet features
agree qualitatively well with the results of a full atomic-multiplet calculation for
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Figure 1.45. (a) Calculated total and partial 3d density of states in (Zn, Mn)O, (b) observed
X-ray photoemission experimental data (the arrow indicates 3d states of Zn and Mn).
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Figure 1.46. (a) Calculated total and partial 3d density of states in (Zn, Co)O, (b) observed
X-ray photoemission experimental data (the arrow indicates 3d states of Zn and Co), and
(c) calculated exchange interaction as a function of distance by the magnetic force theorem.
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high-spin Co** ions under a Dy;,-symmetry crystal field around Ti sites in rutile
TiO,. Thus, their observations strongly indicate intrinsic ferromagnetism arising
from Co®* ions substituting the Ti** ions.

From the LDA calculation point of view, however, an enhancement of the aver-
age value of the local magnetic moment relative to the Co?* low-spin state with the
presence of substitutional Co has been reported.'?” Thus, the experimental results
do not agree with the calculated results.

The main purpose of this study is to explain from first-principles calcula-
tions the origin of the discrepancy regarding spin state between the theoretical
predictions and the experimental observations. It is well known that LDA cal-
culations underestimate the electron correlation effects, and the band-gap energy
of semiconductors and occupied d states are systematically predicted at too high

Figure 1.47. The crystal structure of rutile-type TiO, material. Small white and large black
balls represent Ti and O, respectively.
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Figure 1.48. Schematic crystal field splitting diagram under octahedral coordination of
host TiO;.
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energies. As a result, the hybridization between d states and ligand p states is gen-
erally overestimated in the LDA. One major source of these shortcomings of the
LDA is the presence of self-interaction. We therefore carry out the calculations on
TiO, (rutile)-based DMS in the framework of SIC-LDA. These results are compared
with the ones calculated within the standard LDA.

1.5.2 Electronic Structure of Host TiO,: LDA Versus SIC-LDA

The schematic crystal field splitting under octahedral symmetry of host TiO,
is illustrated in Fig. 1.48. Under octahedral coordination in TiO, Ti 3d-orbitals
hybridize with the ligand O p-orbitals, where octahedral coordination means that
distorted octahedral coordination in TiO, is regarded as regular octahedral coor-
dination in order to simplify our discussion. As shown in the figure, therefore,
the Ti 3d-orbitals are split into doublet eg and triplet ¢, orbitals due to the crys-
tal field splitting under octahedral symmetry, where eg orbitals are composed of
ds_,» and dxz_y2(3d’y) and tg orbitals are composed of dyy, dy; and dzy (3de).
This picture is revealed in the electronic structure of TiO,.

In order to investigate the electronic structure in pure rutile TiO,, the DOS
calculated by the LDA and the SIC-LDA are shown in Figs. 1.49(a) and (b),
respectively. As shown in the figures, both of the electronic structures in TiO,
are characterized by a strong p—d hybridization between Ti-3d and O-2p orbitals
as already mentioned. We found the apparent differences of band-gap energies
between the LDA and the SIC-LDA. While the experimental band-gap energy
is 3.0eV, the calculated band-gap energy within the LDA is ~1.8eV due to the
underestimation caused by the LDA error. On the other hand, that within SIC-
LDA is ~3.0eV due to the shift of the valence bands (i.e., slightly localized O-2p
bands) to lower energy. Hence, the band-gap energy in the framework of the SIC-
LDA agrees well with the experimental value.
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Figure 1.49. Total density of states per unit cell (solid line), partial density of Ti-3d states
per atom (long-dashed line), partial density of O-2s states per atom (short-dashed line) and
partial density of O-2p states per atom (dotted line) in rutile TiO; in the frameworks of
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energy.
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Figure 1.50. Calculated DOS in (Ti, Co)O, within (a) the standard LDA and (b) SIC-LDA
without oxygen vacancies in the ferromagnetic state. The black line indicates the total DOS
per unit cell and the red line denotes the partial density of d states at Co site per Co atom.
Co concentration is 5% for each case. The horizontal axis is energy relative to the Fermi
energy. The calculated magnetic moment per Co atom is given in the bottom right of each
figure. The experimental peak positions of Co (2.2 and 7.0 eV??) 3d states are indicated by
red and blue arrows, respectively.

1.5.3 Electronic Structure of (Ti, Co)O, and n-type (Ti, Co)O, with
Oxygen Vacancy (Double Donor): LDA Versus SIC-LDA

Figures 1.50(a) and 1.50(b) show the calculated DOS of the (Tig.95, Cog 05)O2, DMS
without oxygen vacancies in the ferromagnetic state within the standard LDA
and SIC-LDA, respectively. As shown in the figures, highly localized Co-d states
appear in the band-gap. Generally speaking, considering the formal electron con-
figurations, the d° electron configurations are realized for Co**. In the case of the
LDA [Fig. 1.50(a)], Fermi energy appears inside t,q states for the down-spin side, a
low-spin state is realized and a half-metallic density of states is also predicted, such
that the formal electron configuration leads to magnetic moments of 1 up per Co
atom. In fact the calculated magnetic moment per Co atom is 0.98 . In the case of
the SIC-LDA [Fig. 1.50(b)], on the other hand, the ¢, states for the down-spin side
are split, leading to a formation of 54 fractions, and Fermi energy appears inside
both the eg states for the up-spin side and the t5¢ fraction for the down-spin side.
Thus, an intermediate spin state is realized, and the calculated magnetic moment
per Co atom is 1.50 yp.

From an experimental point of view, as shown in Figs. 1.50(a) and (b), the
peak of the partial density of Co-d states does not agree with the photoemission
spectra reported by Quilty et al. (Fig. 1.51'%°). As a result, under the LDA and SIC-
LDA treatment we find that the calculated DOS without oxygen vacancies give an
wrong description compared to experimental results.

In order to explain the discrepancy between the calculated DOS without oxy-
gen vacancies and the experimental photoemission spectra, oxygen vacancies per
Co ion are doped to the system so that Co ions in the +2 formal oxidation state
Co?t (according to experimental evidence!'8-121) are produced. Figures 1.52(a)
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Figure 1.51. Valence band X-ray photoemission spectra in (Ti, Co)O,_ as a function of Co
concentration x. Included for comparison are valence band spectra of metallic Co (dotted
line) and CoO (dashed line). The red and blue arrows indicate the main peaks of Co-3d
states (2.2 and 7.0 eV, respectively).

and 1.52(b) show DOS in (Tig 95, Cog05)O1.95 with 2.5% oxygen vacancies within
the LDA and the SIC-LDA, respectively. As is shown in the figures, it is found that
these calculated DOS with oxygen vacancies show apparent differences from the
previous DOS without oxygen vacancies. We find these differences in the ener-
getic position of Co-d states and the ground spin state. In the case of Fig. 1.52(a),
the peaks of the partial density of Co-d states appear in the band-gap (f25) and con-
duction bands (eg), and the non-magnetic state is more stable than the ferromag-
netic state. Obviously, the description within the LDA fails because of the LDA
error. On the other hand, in the case of Fig. 1.52(b), it is found that within SIC-
LDA the spin state is a high-spin state possessing a magnetic moment of 3.137up
per Co ion [as shown in the bottom right of Fig. 1.52(b)] and the DOS is consistent
with XPS spectra (Fig. 1.51'2%) due to the energy shift of the tre and eg states to
the lower energy region by a shift in Fermi energy. This situation is schematically
shown in Fig. 1.53. The left-hand side illustration with 3y per Co atom in Fig. 1.53
corresponds to Fig. 1.52(b).
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Figure 1.52. Calculated DOS in (Tigg5, C0g5)O1.95 with 2.5% oxygen vacancies within
(a) the standard LDA and (b) the SIC-LDA in the ferromagnetic state. The red line indicates
the total DOS per unit cell and the blue line means partial density of d states at Co site per
Co atom. Co concentration is 5% for each case. The horizontal axis denotes energy relative
to the Fermi energy. Calculated magnetic moment per Co atom is given in the bottom right
of (b). The experimental peak positions of Co (2.2 and 7.0eV??) 3d states are indicated by
red and blue arrows, respectively.

1.5.4 Conclusion

We have investigated the electronic structure in TiO, (rutile) and (Ti, Co)O,
from first-principles calculations to explain the origin of the discrepancy in spin
state between the theoretical low-spin predictions and the experimental high-spin
observations. Since the self-interacion error in the LDA is significant, in partic-
ular for oxides with octahedral local structure such as TiO,, these systems were
calculated within the SIC-LDA. These results have been compared with those cal-
culated within the standard LDA. It is found that the calculated band-gap energy
and energetic position of Ti-3d states are evidently different in the LDA and the
SIC-LDA. In the case of (Tigg5, Cog05)Oz, both the LDA and SIC-LDA give poor
descriptions. In order to obtain more realistic results, we calculated the electronic
structure of (Tig.95, Cop,05)O1.95 with 2.5% oxygen vacancies within both the LDA
and SIC-LDA such that the Co ions realize Co?t. As a result, within the LDA
a non-magnetic state is predicted, while, within the SIC-LDA the DOS of (Tig 95,
Coy.05)O1.95 shows a high-spin state. The result agrees well with experimental spin
states and XPS spectra.

In conclusion it is found that calculated spin state in (Ti, Co)O, shows a high-
spin state given the existence of oxygen vacancies, and the SIC-LDA method
is indispensable for describing the electronic structure of (Ti, Co)O, because
of the strong hybridization between Co-d and O-p orbitals under octahedral
coordination.
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Figure 1.53. Schematic splitting of d levels in (Tig 95, Cop 05)O1.95 with 2.5% oxygen vacan-
cies and possible occupation schemes for a Co?* (3d”4s”) atom. On the left-hand side is a
high-spin configuration with 3up per Co atom and on the right is a low-spin configuration
with 1up per Co atom. VBM and CBM indicate the valence band maximum and conduction
band minimum, respectively.

1.6 A NEW CLASS OF DILUTE MAGNETIC SEMICONDUCTORS
WITHOUT TRANSITION METAL ELEMENTS

In addition to incorporating transition metals (TM) into various semiconductors
to realize ferromagnetic dilute magnetic semiconductors (DMS) for spintronics
devices, recently a novel class of magnetic materials incorporating non-transition-
metal atoms with/without lattice defects has attracted great attention among both
theoretical and experimental scientists.

The magnetism in DMS is caused by the magnetic network of finite magnetic
moments localized at sites or interstitial shells of lattices. Consequently, in order
to fabricate a DMS, one can choose a certain atom to be incorporated into the host
materials in such a way that the finite magnetic moments appear at lattice sites
or other places in the host materials and an impurity band is formed in the band-
gap. Following this treatment, DMS can be realized not only by incorporating
the typical TM, but also by substituting for some atoms in the host material with
a non-TM. In the materials in which the magnetism is induced by incorporating
nonmagnetic impurities, the substitutional ions may have a nonzero magnetic
moment and the 2p-electrons of these ions, rather than the 3d-electrons, play an



1.6. A New Class of Dilute Magnetic Semiconductors without Transition Metal Elements | 61

essential role in introducing magnetism in the host materials. The 2p-electrons can
form an impurity band in the deep-band-gap, and ferromagnetism (FM) can be in-
troduced if the Fermi level falls into this impurity band. With regard to this issue,
studies have reported the magnetism caused by cation vacancies in MgO,'?® Ca
vacancies in Ca0,??130 Hf vacancies in HfO, with T¢ exceeding 500 K, 131-134 5nd
by hydrogen in graphite!3>!36 and in Cgp-based polymers,'3”~140 etc. The mag-
netism induced by substituting for anions in various oxides by nonmagnetic im-
purities such as C and N has also been predicted, e.g., the FM caused by N and C
in alkaline-earth-metal-oxides!30:141-143 and the half-metallicity and FM induced
by N in a-quartz-SiO,.!4** Furthermore, our recent research has also show the role
of the 2p-like impurity band formed by a non-TM dopant in the stabilization of
EM_ 145147

However, it seems that FM in such materials is more difficult to realize than
TM-doped DMS because the exchange splitting of 2p spins is actually smaller than
that of 3d spins of TM atoms. In order to realize half-metallic FM without TM
impurities, the following minimum conditions must be satisfied:

(i) First, the impurity bands formed by impurities must be under Stoner’s con-
dition to allow impurities to have magnetic moments: U > W, where U
and W stand for the effective correlation energy and the width of the mid-
gap impurity band in which the Fermi level lies, respectively. The effec-
tive correlation energy U is determined through the total energies E: U =
E(N+1)+E(N —1) —2E(N), where E(N) is the total energy of an N-electron
system.

(ii) Second, the condition for stabilizing the half-metallic FM due to the double-
exchange mechanism must be maintained. This condition forces impurity
bands formed by highly correlated itinerant electron states to be partially
occupied.

In this section, we consider the prospects of FM and half-metallicity intro-
duced by C or N into host insulators such as alkaline earth metal oxides, SiO,,
MgS and MgSe is given.

1.6.1 Deep Impurity Band Based Dilute Ferromagnetic
Semiconductors without Transition Metal Impurities:
SIC-LDA Versus LDA

It is well known that the LDA and the mean field approximation (MFA) cannot
be successful for describing many materials, especially for strongly correlated sys-
tems. The LDA often overestimates the hybridization between electron states due
to the underestimation of the band-gap energies of semiconductors. Moreover,
the MFA often predicts Tc an excessively high value for Tc even if the substi-
tutional concentration is lower than the percolation limit.!*® To overcome these
inaccuracies, the SIC-LDA (which improves the LDA by taking the self-interaction
correction into account'*~151) and Monte Carlo simulation are employed. After
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Figure 1.54. DOS of CaOg9Cy; by the LDA and SIC-LDA. The red lines illustrate C’s 2p
partial DOS and the black lines depict the total DOS. Dashed lines correspond to the LDA
results, and solid lines to the SIC-LDA. The valence band, which originates from O’s 2p elec-
trons, shifts down to the lower energies to widen the band-gap in the SIC-LDA calculation.

calculating the electronic structure, the formula derived by Liechtenstein et al.!>? is
used to calculate the exchange interaction J;; between the two impurities at sites i
and j in the ferromagnetic coherent potential medium. Finally, Monte Carlo simu-
lation (MCS) is employed to estimate T¢.

A discussion about the origin of ferromagnetism without transition-metal el-
ements based on calculation within the LDA framework is given in Refs. 141
and 142. Here, we concentrate on the results obtained with the SIC-LDA. For the
sake of comparison, some results obtained by the standard LDA are also presented.

In order to compare the DOS obtained by the standard LDA with the SIC-LDA
we plot the DOS of the typical case of alkaline earth metal oxides, CaO;_,Cy at
x = 0.10, in Fig. 1.54.

It is found that taking the self-interaction of electrons into account, the band-
gap of CaO becomes wider than that of the standard LDA. While the position of
minority spin states of C’s 2p electrons remains unchanged, the majority spin states
calculated within the SIC-LDA shifts about 1.1 eV in comparison with the standard
LDA, leading to a higher localization of SIC-LDA 2p states than for the LDA. In
addition, the local magnetic moment of C increases from 1.242up (LDA) to 1.482up
(SIC-LDA).!#2 Since the 2p states of the majority spins shift down to lower ener-
gies, the exchange splitting in the SIC-LDA increases approximately two-fold as
compared to that in the LDA, resulting in a possibility of the suppression of the
super-exchange interaction and enhancement of the ferromagnetic Zener double-
exchange mechanism. Correspondingly, the exchange coupling constant and T¢
calculated within the SIC-LDA are shown to be much larger than in the case of the
LDA, as seen later.
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Figure 1.55. Total DOS (black) and 2p partial DOS per impurity atom at O sites (red) for
two cases of substitutional non-TM: Si(O;_,Cy); (left figure) and Si(O_,Ny), (right figure)
at x = 0.05. The DOS is calculated within the LDA framework.

1.6.2 SiO,-Based DMS
1.6.2.1 Density of states

Substituting O in 5iO; by non-TM atoms such as C or N, one can also introduce lo-
cal magnetic moments into lattice sites occupied by impurities. Correspondingly,
magnetism might arise in the hosts if local magnetic moments interact with one
another and form a magnetic moment net. Figure 1.55 demonstrates two cases of
substitutional non-TM impurities: C ions introducing anti-FM, and N ions caus-
ing half-metallic FM in the host SiO,. It is easy to see that Stoner’s condition is
satisfied in both of these cases. The 2p states of C are located deep within the
band-gap, while the 2p states of N are close to the valence band of the host SiO,.
On the other hand, the Fermi level (Eg) of Si(O;_,Ny); lies near the center of the
2p minority spin band, leading to a half-full occupation of N’s 2p states, whereas
Er of S5i(0;_,Cy), falls between two impurity bands formed by minority spins;
hence, the anti-ferromagnetic super-exchange mechanism should be dominant.
For Si(O;_xNy),, the impurity band formed in the band-gap will be broadened as x
increases. As a result, FM due to the double-exchange mechanism in Si(O1_,Ny)»
becomes more stabilized at higher x.

1.6.2.2 Stability of ferromagnetism

Figure 1.56 depicts the dependence of the total energy difference AE on the
impurity concentration. AE determines the stabilization of magnetic phases in
the DMS and is defined by AE = Epym — Epgr, where Eppyv and Epgr are the
total energies of disordered local moment and ferromagnetic states, respectively.
AE corresponds to the fact that the ferromagnetic phase is more stabilized than
the anti-ferromagnetic phase, and vice versa, and larger AE indicates a more stabi-
lized ferromagnetic state. As seen from the figure, N introduces FM into the host
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material with very large positive AE, whereas C causes anti-ferromagnetic behav-
ior. Consistent with Fig. 1.55, AE of the C-doped case is negative and it decreases
as —x? with increasing impurity concentration due to the anti-ferromagnetic
super-exchange interaction. In contrast, Si(O;_,Ny); is half-metallic and ferro-
magnetic due to Zener’s double-exchange mechanism. AE depends on the substi-
tutional concentration as x3/2. Therefore, FM at high temperatures for high x can
be expected to be achieved in Si(O;_,Ny)s.

1.6.3 Carbon Doped Alkaline Earth Metal Oxides

The substitution of O with C in alkaline earth metal oxides is treated randomly.
For convenience, the lattice constants of alkaline earth metal oxide based DMS are
fixed to the values of undoped crystals'>® and no distortion in lattice structures is
assumed.

1.6.3.1 Half-metallicity

Figure 1.57 depicts DOS of AO;_,Cyx (A =Mg, Ca, Sr and Ba) calculated within the
SIC-LDA at x = 0.10. It is easy to see the half-metallic behavior of all the com-
pounds. However, the exchange mechanism causing FM is somewhat different.
Figure 1.57(a) illustrates the DOS of MgOg9Cop1. Mg0Og9Cp1 has the largest
band-gap energy due to having the smallest lattice constant. The 2p states of
carbon are located near the top of the valence band which originates from anion
p-states, resulting in the strong hybridization of 2p electron wave functions. The
majority spin states hybridize with 2p states of oxygen, leading to the appearance
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Figure 1.56. AE versus substitutional impurity concentration for Si(O;_,Ny)2 (red line),
Si(O1_Cy)> (black line). AE of Sij_,MnyO5 (blue line)!** is also given for comparison.
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of an impurity band which connects to the top of the valence band and causes
a narrower m